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## PREFACE.

The usual point of view in the study of mechanics is that where the attention is mainly directed to the clanges which take place in the course of time in a given system. The principal problem is the determination of the condition of the system with respect to configuration and velocities at any required time, when its condition in these respects has been given for some one time, and the fundamental equations are those which express the changes continually taking place in the system. Inquiries of this kind are often simplified by taking into consideration conditions of the system other than those through which it actually passes or is supposed to pass, but our attention is not usually carried beyond conditions differing infinitesimally from those which are regarded as actual.

For some purposes, however, it is desirable to take a broader view of the subject. We may imagine a great number of systems of the same nature, but differing in the configurations and velocities which they have at a given instant, and differing not merely infinitesimally, but it may be so as to embrace every conceivable combination of configuration and velocities. And here we may set the problem, not to follow a particular system through its succession of configurations, but to determine how the whole number of systems will be distributed among the various conccivable configurations and velocities at any required time, when the distribution has been given for some onc time. The fundamental equation for this inquiry is that which gives the rate of change of the number of systems which fall within any infinitesimal limits of configuration and velocity.

Such inquiries have been callcd by Maxwell statistical. They belong to a branch of mechanics which owes its origin to the desire to explain the laws of thermodynamics on mechanical principles, and of which Clausius, Maxwell, and Boltzmann are to be regarded as the principal founders. The first inquiries in this field were indeed somewhat narrower in their scope than that which has been mentioncd, being applied to the particles of a system, rather than to independent systems. Statistical inquiries were next directed to the phases (or conditions with respect to configuration and velocity) which succeed one another in a given system in the course of time. The explicit consideration of a great number of systems and their distribution in phase, and of the permanence or alteration of this distribution in the course of time is pertaps first found in Boltzmann's paper on the "Zusammenhang zwischen den Sätzen über das Verhalten mehratomiger Gasmoleküle mit Jacobi's Princip des letzten Multiplicators" (1871).

But although, as a matter of history, statistical mechanics owes its origin to investigations in thermodynamics, it seems eminently worthy of an independent development, both on account of the elegance and simplicity of its principles, and because it yields new results and places old truths in a new light in departments (quite outside of thermodynamics. Moreover, the separate study of this branch of mechanics seems to afford the best foundation for the study of rational thermodynamics and molecular mechanics.

The laws of thermodynamics, as empirically determined, express the approximate and probable behavior of systems of a great number of particles, or, more precisely, they express the laws of mechanics for such systems as they appear to beings who have not the fineness of perception to enable them to appreciate quantities of the order of magnitude of those which relate to single particles, and who cannot repeat their experiments often enough to obtain any but the most probable results. The laws of statistical mechanics apply to conservative systems of any number of degrees of freedom,
and are exact. This docs not make them more difficult to establish than the approximate laws for systems of a great many degrees of freedom, or for limited classes of such systems. The reverse is rather the case, for our attention is not diverted from what is essential by the peculiarities of the system considered, and we are not obliged to satisfy ourselves that the effect of the quantities and circumstances neglected will be negligible in the result. The laws of thermodynamics may be easily obtained from the principles of statistical mechanics, of which they are the incomplete expression, but they make a somewhat blind guide in our search for those laws. This is perhaps the principal cause of the slow progress of rational thermodynamics, as contrasted with the rapid deduction of the consequences of its laws as empirically established. To this must be added that the rational foundation of thermodynamics lay in a branch of mechanics of which the fundamental notions and principles, and the characteristic operations, were alike unfamiliar to students of mechanics.

We may therefore confidently believe that nothing will more conduce to the clear apprehension of the relation of thermodynamics to rational mechanics, and to the interpretation of observed phenomena with reference to their evideace respecting the molecular constitution of bodies, than the study of the fundamental notions and principles of that department of mechanics to which thermodynamics is especially related.

Moreover, we avoid the gravest difficulties when, giving up the attempt to frame hypotheses concerning the constitution of material bodies, we pursue statistical inquiries as a branch of rational mechanics. In the present state of science, it seems hardly possible to frame a dynamic thcory of molecular action which shall embrace the phenomena of thermodynamics, of radiation, and of the electrical manifestations which accompany the union of atoms. Yet any theory is obviously inadequate which does not take account of all these phenomena. Even if we confine our attention to the
phenomena distinctively thermodynamic, we do not escape difficultics in as simple a matter as the number of degrees of freedom of a diatomic gas. It is well known that while theory would assign to the gas six degrees of freedom per molecule, in our expcriments on specific heat we cannot account for more than five. Ccrtainly, one is building on an insecure foundation, who rests his work on hypotheses concerning the constitution of matter.

Difficulties of this kind have deterred the author from attempting to explain the mysteries of nature, and have forced him to be contented with the more modest aim of deducing some of the more obvious propositions relating to the statistical branch of mechanics. Here, there can be no mistake in regard to the agreement of the hypotheses with the facts of nature, for nothing is assumed in that respect. The only error into which one can fall, is the want of agreement between the premises and the conclusions, and this, with care, one may hope, in the main, to avoid.

The matter of the present volume consists in large measure of results which have been obtained by the investigators mentioned above, although the point of view and the arrangement may be different. These results, given to the public one by one in the order of their discovery, have necessarily, in their original presentation, not been arranged in the most logical manner.
In the first chapter we consider the general problem which has been mentioned, and find what may be callcd the fundamental equation of statistical mechanics. A particular case of this equation will give the condition of statistical equilibrium, i.e., the condition which the distribution of the systems in phase must satisfy in order that the distribution shall be permanent. In the general case, the fundamental equation admits an integration, which gives a principle which may be variously expressed, according to the point of view from which it is regarded, as the conservation of density-inphasc, or of extension-in-phase, or of probability of phase.

In the second chapter, we apply this principle of conservation of probability of phase to the theory of crrors in the calculated phases of a system, when the determination of the arbitrary constants of the integral equations are sulject to error. In this application, we do not go beyond the usual approximations. In other words, we combine the principle of conservation of probability of phase, which is exact, with those approximate relations, which it is customary to assume in the "theory of errors."

In the third chapter we apply the prineiple of conservation of extension-in-phase to the integration of the differential equations of motion. This gives Jacobi's "last multiplier," as has been shown by Boltzmann.

In the fourth and following chapters we return to the consideration of statistical equilibrium, and confine our attention to conscrvative systems. We consider especially ensembles of systems in which the index (or logarithm) of probability of phase is a linear function of the energy. This distribution, on account of its unique importance in the theory of statistical equilibrium, I have ventured to call canonical, and the divisor of the energy, the modulus of distribution. The moduli of ensembles have properties analogous to temperature, in that cquality of the moduli is a condition of equilibrium with respeet to exchange of energy, when such exchange is made possible.

We find a differential equation relating to average values in the ensemble which is identical in form with the fundamental differential equation of thermodynamics, the average index of probability of phase, with change of sign, corresponding to entropy, and the roodulus to temperature.

For the average square of the anomalies of the energy, we find an expression which vanishes in comparison with the square of the average energy, when the number of degrees of freedom is indefinitely increased. An ensemble of systems in which the number of degrees of freedom is of the same order of magnitude as the number of molecules in the bodics
with which we experiment, if distributed canonically, would therefore appear to human observation as an ensemble of systems in which all have the same energy.

We meet with other quantities, in the development of the subject, which, when the number of degrees of freedom is very great, coincide sensibly with the modulus, and with the average index of probability, talken negatively, in a canonical ensemble, and wbich, therefore, may also be regarded as corresponding to temperaturc and entropy. The correspondence is however imperfect, when the number of degrees of freedom is not very great, and there is nothing to recommend these quantities except that in definition they may be regarded as morc simple than those which have been mentioned. In Chapter XIV, this subject of thermodynamic analogies is discussed somewhat at length.

Finally, in Chapter XV, we consider the modification of the preceding results which is necessary when we consider systems composed of a number of entirely similar particles, or, it may be, of a number of particles of several kinds, all of each kind being entirely similar to each other, and when one of the variations to be considered is that of the numbers of the particles of the various kinds which are contained in a system. This supposition would naturally have been introduced earlier, if our object had been simply the expression of the laws of nature. It seemed desirable, however, to separate sharply the purely thermodynamic laws from those special modifications which belong rather to the theory of the properties of matter.
J. W. G.

New Haven, December, 1901.

## CHAPCER 1.

GENERAL NOTIONS. THE PRINCIPLE OF CONSERVATION OF EXTENSION-IN-PHASE.
Hamilton's equations of motion . . . . . . . . . . . . $3-\overline{\text { б }}$
Ensemble of systems distributed in phase . . . . . . . . . 5
Extension-in-phase, density-in-phase . . . . . . . . . . . 6
Fundamental equation of statistical mechanics . . . . . . . 6-8
Condition of statistical equilibrium . . . . . . . . . . . 8
Principle of conservation of density-in-phase . . . . . . . . 9
Principle of conservation of extension-in-phase . . . . . . . 10
Analogy in hydrodynamics . . . . . . . . . . . . . 11
Extension-in-phase is an invariant . . . . . . . . . . 11-13
Dimensions of extension-in-phase . . . . . . . . . . . . 13
Various analytical expressions of the principle . . . . . . 13-15
Coefficient and index of probability of phase . . . . . . . . 16
Principle of conservation of probability of phase . . . . . . 17, 18
Dimensions of coefficient of probability of phase . . . . . . 19

## CHAPTER II.

APPLICATION OF THE PRINCIPLE OF CONSERVATION OF EXTENSION-IN-PHASE TO THE THEORY OF ERRORS.

Approximate expression for the index of probability of phase . 20, 21 Application of the principle of conservation of probability of phase to the constants of this expression . . . . . . . . . . 21-25

CHAPTER IIL.
APPLICATION OF THE PRINCIPLE OF CONSERVATION OF EXTENSION-IN-PHASE TO THE INTEGRATION OF THE DIFFERENTIAL EQUATIONS OF MOTION.
Case in which the forces are function of the coordinates alone . 26-29 Case in which the forces are functions of the coordinates with the time . . . . . . . . . . . . . . . . . . . 30,31

CHAPTER IV.


#### Abstract

ON THE DISTRIBUTION-IN-PHASE CALLED CANONICAL, IN WHICH THE INDEX OF PROBABILITY IS A LINEAR FUNCTION OF THE ENERGY.

Condition of statistical equilibrium . . . . . . . . . . . 32 Other conditions which the couflicient of probability must satisfy . 33 Canonical distribution - Modulus of distribution . . . . . . 34 $\psi$ must be finite . . . . . . . . . . . . . . . . . 35 The modulns of the canonical distribution has properties analogous to temperature . . . . . . . . . . . . . . . . 35-37 Other distributions have similar properties . . . . . . . . 37 Distribution in which the index of probability is a linear function of the energy and of the moments of momentum about three axes . 38,39 Case in which the forces are linear functions of the displacements, and the index is a linear function of the separate energies relating to the normal types of motion . . . . . . . . . . . 39-4. Differential equation relating to average values in a canonical ensemble . . . . . . . . . . . . . . . . . . 42-44 This is identical in form with the fundamental differential equation of thermodynamics


## CHAPTER V.

average values in a canonical ensemble of sysTEMS.
Case of $\nu$ material points. Average value of kinetic energy of a single point for a given configuration or for the whole ensemble $=\frac{3}{2}$ 日 . . . . . . . . . . . . . . . . . . . 46,47
Average value of total kinetic energy for any given configuration or for the whole ensemble $=\frac{3}{4} \nu \Theta$. . . . . . . . . . . 47
System of $n$ degrees of freedom. Average value of kinetic energy, for any given configuration or for the whole ensemble $=\frac{n}{2} \theta \cdot 48-50$
Second proof of the same proposition . . . . . . . . . 50-52
Distribution of canonical ensemble in configuration . . . . . 52-54
Ensembles canonically distributed in configuration . . . . . . 55
Ensembles eanonically distributed in velocity . . . . . . . . 56

CHAPTER VI.
EXTENSION-IN-CONFIGURATION AND EXTENSION-TNVELOCITY.
Extension-in-configuration and extension-in-velocity are invariants . . . . . . . . . . . . . . . . . . . 57-59

Dimensions of these quantities . . . . . . . . . . . . . 60
Index and coefficient of proLability of configuration . . . . . . 61
Index and coefficient of probability of velocity . . . . . . . 62
Dimensions of these coefficients . . . . . . . . . . . . 63
Relation between extension-in-configuration and extension-in-velocity 64
Definitions of extension-in-phase, extension-in-configuration, and ex-tension-in-velocity, without explicit mention of eoordinates . . 65-67

## CHAPTER VII

FARTHER DISCUSSION OF AVERAGES IN A CANONICAL ENSEMBLE OF SYSTEMS.
Second and third differential equations relating to average values in a canonical ensemble . . . . . . . . . . . . 68,
These are identical in form with thermodynamic equations enanciated by Clausius. $\qquad$
Average square of the anomaly of the energy - of the kinetic energy - of the potential encrgy . . . . . . . . . . . 70-72
These anomalies are insensible to human observation and experience when the number of degrees of freedom of the system is very great . . . . . . . . . . . . . . . . . . . 73, 74
Average values of powers of the energies . . . . . . . . 75-77
Average values of powers of the anomalies of the energies . . 77-80
Average values relating to forces exerted on external bodies . . 80-83
General formulae relating to averages in a canonical ensemble . 83-86

## CHAPTER VIII.

ON CERTAIN IMPORTANT FUNCTIONS OF THE ENERGIES OF A SYSTEM.
Definitions. $\quad V=$ extension-in-phase below a limiting energy ( $\epsilon$ ). $\phi=\log d V / d \epsilon \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad .87,88$
$V_{q}=$ extension-in-configuration below a limiting value of the poten-
tial energy ( $\epsilon_{q}$ ). $\phi_{q}=\log d V_{q} / d \epsilon_{q} . \quad . \quad . \quad . \quad . \quad . \quad .89,90$
$V_{p}=$ extension-in-velocity below a limiting value of the kinetic energy
$\left(\epsilon_{p}\right) . \quad \phi_{p}=\log d V_{p} / d \epsilon_{p} \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad . \quad 90,91$
Evaluation of $V_{p}$ and $\phi_{p}$. . . . . . . . . . . . . 91-93
Average values of functions of the kinetic energy . . . . . 94, 95
Calcnlation of $V$ from $V_{q}$. . . . . . . . . . . . . 95,96
Approximate formulae for large values of $n$. . . . . . 97, 98
Calculation of $V$ or $\phi$ for whole system when given for parts . . . 98
Geometrical illustration . . . . . . . . . . . . . . . 99

CHAPTER IX
the function $\phi$ and the canonical distribution.
When $n>2$, the most probable value of the energy in a canonical ensemble is determined by $d \phi \quad d \epsilon=1 \quad \Theta$. . . . . . . 100,101
When $n>2$, the average value of $d \phi_{;} d_{\epsilon}$ in a canonical ensemble is $1 \boldsymbol{\theta}$. . . . . . . . . . . . . . . . . .
When $n$ is large, the value of $\phi$ corresponding to $d \phi / d \epsilon=1 / \Theta$
( $\phi_{0}$ ) is nearly equivalent (except for an additive constant) to
the average index of probability taken negatively $(-\bar{\eta})$. . 101-104
Approximate formulae for $\phi_{0}+\bar{\eta}$ when $n$ is large . . . . . 104-106
When $n$ is large, the distribution of a canonical ensemble in energy follows approximately the law of errors
This is not peculiar to the canonical distribution . . . . .107, 108
Averages in a canonical ensemble . . . . . . . . . . 108-114

## CHAPTER X.

ON A DISTRIBUTION IN PHASE CALLED MTCROCANONICAL IN WHICH ALL THE SYSTEMS HAVE THE SAME ENERGY.
The microcanonical distribution defined as the limiting distribution obtained by various processes . . . . . . . . . . . 115 , 116
Average values in the microcanonical ensemble of functions of the kinetic and potential energies . . . . . . . . . . . 117-120
If two quantities have the same average values in every microcanonical ensemble, they have the same average value in every canonical ensemble
Average values in the microcanonical ensemble of functions of the energies of parts of the system . . . . . . . . . . 121.-123
Average values of functions of the kinetic energy of a part of the system . . . . . . . . . . . . . . . . . . 123, 124
Average values of the external forces in a mierocanonical ensemble. Differential equation relating to these averages, having the form of the fundamental differential equation of thermodynamics . 124-128

## CHAPTER XI.

MAXIMUM AND MINIMUM PROPERTIES OF VARIOUS DISTRIBUTIONS IN PHASE.
Theorems I-VI. Minimum properties of certain distributions . 129-133 Theorern VII. The average index of the whole system compared with the sum of the average indices of the parts . . . . . 133-135

Theorem VIII The average index of the whoe pared with the average indices of parts of the ensenble . . 135-13
Theorem IX. Effeet on the average index of making the distribu-tion-in-phase uniform within any limits . . . . . . . . 137-138

## CHAPTER XII.

ON THE MOTION OF SYSTEMS AND ENSEMBLES OF SYS. TEMS THROUGH LONG PERIODS OF TIME.
Under what conditions, and with what limitations, may we assume that a system will return in the course of time to its original phase, at least to any required degree of approximation? . . 139-142
Tendeney in an ensemble of isolated systems toward a state of statistical equilibrium . . . . . . . . . . . . . . 143-151

## CHAPTER XIII.

EFFECT OF VARIOUS PROCESSES ON AN ENSEMBLE OF SYSTEMS.
Variation of the external coördinates can only cause a decrease in the average index of probability . . . . . . . . . . 152-15
This decrease may in general be diminished by diminishing the rapidity of the change in the external coördinates . . . . 154-157
The mutual action of two ensembles can only diminish the sum of their average indices of probability . . . . . . . . . 158,159
In the mutual action of two ensembles which are canonically distributed, that which has the greater modulus will lose energy . 160
Repeated action between any ensemble and others which are eanonically distributed with the same modulus will tend to distribute the first-mentioned ensemble canonieally with the same modulus 161
Process analogous to a Carnot's cycle . . . . . . . . . 162, 163
Analogous processes in thermodynamics . . . . . . . . 163, 164

## CHAPTER XIV.

DISCUSSION OF THERMODYNAMIC ANALOGIES.
The finding in rational mechanics an à priori foundation forthermodynamics requires mechanical definitions of temperature and entropy. Conditions whieh the quantities thus defined must satisfy . . . . . . . . . . . . . . . . . . 165-167
The modulus of a canonical enscmble ( $\theta$ ), and the average index of probability taken negatively ( $\tilde{\eta}$ ), as analogues of temperature and entropy . . . . . . . . . . . . . . . . 167-169

| The functions of the energy $d_{f} / d \log V$ and $\log V$ as analogues of temporatiore and entropy <br> The functions of the energy $d \epsilon / d \phi$ and $\phi$ as analogues of temperature and entropy. <br> Meris of the different <br> If a system of a great number of degrees of freedom is mierocanonically distributed in phase, any very small part of it may be regarded as canonically distributed <br> Cnits of $\Theta$ and $\bar{\eta}$ compared with those of temperature and entropy . . . . . . . . . . . . . . . . . . 183-186 |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |

## CHAPTER XV.

## SYSTEMS COMPOSED OF MOLECULES.

Generie and specifie definitions of a phase . . . . . . . 187-189
Statistical equilibrium with respect to phases generically defined and with respect to phases specifically defined . . . . . . 189
Grand ensembles, petit ensembles . . . . . . . . . . 189, 190
Grand ensemble canonically distributed . . . . . . . . 190-193
$\Omega$ must be finite . . . . . . . . . . . . . . . . . 193
Equilibrium with respect to gain or loss of moleeules . . . . 194-197
Average value of any quantity in grand ensemble canonieally distributed.
Differential equation identieal in form with fundamental differential equation in thermodynamics . . . . . . . . . . 199, 200
Average value of number of any kind of molecules ( $\nu$ ) . . . . 201
Average value of $(\nu-\bar{\nu})^{2}$. . . . . . . . . . . . . 201, 202
Comparison of indices . . . . . . . . . . . . . . 203-206
When the number of particles in a system is to be treated as variable, the average index of probability for phases generically defined eorresponds to entropy . . . . . . . . . . . 206

ELEMENTARY PRINCIPLES IN STATISTICAL MECHANICS

## ELEMENTARY PRINCIPLES IN STATISTICAL MECHANICS

## CHAPTER I.

GENERAL NOTIONS. THE PRINCIPLE OF CONSERVATION OF EXTENSION-IN-PHASE.

We shall use Hamilton's form of the equations of motion for a system of $n$ degrees of freedom, writing $q_{1}, \ldots q_{n}$ for the (generalized) coördinates, $\dot{q}_{1}, \ldots \dot{q}_{n}$ for the (generalized) velocities, and

$$
\begin{equation*}
F_{1} d q_{1}+F_{2} d q_{2} \ldots+F_{n} d q_{n} \tag{1}
\end{equation*}
$$

for the moment of the forces. We shall call the quantities $F_{1}, \ldots F_{n}$ the (generalized) forces, and the quantities $p_{1} \ldots p_{n}$, defined by the equations

$$
\begin{equation*}
p_{1}=\frac{d \epsilon_{p}}{d \dot{q_{1}}}, \quad p_{2}=\frac{d \epsilon_{p}}{d \dot{q_{2}}}, \quad \text { etc. } \tag{2}
\end{equation*}
$$

where $\epsilon_{p}$ denotes the kinetic energy of the system, the (generalized) momenta. The kinetic energy is here regarded as a function of the velocities and coördinates. We shall usually regard it as a function of the momenta and coördinates,* and on this account we denote it by $\epsilon_{p}$. This will not prevent us from occasionally using formule like (2), where it is sufficiently evident the kinetic energy is regarded as function of the $\dot{q}$ 's and $q$ 's. But in expressions like $d \epsilon_{p} / d q_{1}$, where the denominator does not determine the question, the kinctic

* The use of the momenta instead of the velocities as independent variables is the characteristic of Hamilton's method which gives his equations of motion their remarkable degree of simplicity. We shall find that the fundamental notions of statistical mechanics are most easily defined, and are expressed in the most simple form, when the momenta with the coördinates are used to describe the state of a system.
energy is always to be treated iu the differentiation as function of the $p$ 's and $q$ 's.

We have then

$$
\begin{equation*}
\dot{q}_{1}=\frac{d \epsilon_{p}}{d p_{1}}, \quad \dot{p}_{1}=-\frac{d \epsilon_{p}}{d q_{1}}+F_{1}, \quad \text { etc. } \tag{3}
\end{equation*}
$$

These equations will hold for any forces whatever. If the forces are conservative, in other words, if the expression (1) is an exact differential, we may set

$$
\begin{equation*}
F_{1}=-\frac{d \epsilon_{q}}{d q_{1}}, \quad F_{2}=-\frac{d \epsilon_{q}}{d q_{2}}, \quad \text { etc. } \tag{4}
\end{equation*}
$$

where $\epsilon_{q}$ is a function of the coördinates which we shall call the potential energy of the system. If we write $\epsilon$ for the total energy, we shall have

$$
\begin{equation*}
\epsilon=\epsilon_{p}+\epsilon_{q} \tag{5}
\end{equation*}
$$

and equations (3) may be written

$$
\begin{equation*}
\dot{q}_{1}=\frac{d \epsilon}{d p_{1}}, \quad \dot{p}_{1}=-\frac{d \epsilon}{d q_{1}}, \quad \text { etc. } \tag{6}
\end{equation*}
$$

The potential energy ( $\epsilon_{q}$ ) may depend on other variables beside the coördinates $q_{1} \ldots q_{n}$. We shall often suppose it to depend in part on coördinates of external bodies, which we shall denote by $a_{1}, a_{2}$, etc. We shall then have for the complete value of the differential of the potential energy *

$$
\begin{equation*}
d \epsilon_{\mathrm{q}}=-F_{1} d q_{1} \ldots-F_{n} d q_{n}-A_{1} d a_{1}-A_{2} d a_{2}-\text { etc. } \tag{7}
\end{equation*}
$$

where $A_{1}, A_{2}$, etc., represent forces (in the generalized sense) exerted by the system on external bodies. For the total energy ( $\epsilon$ ) we shall have

$$
\begin{align*}
d \epsilon=\dot{q}_{1} d p_{1} \cdots & +\dot{q}_{n} d p_{n}-\dot{p}_{1} d q_{1} \cdots \\
& -\dot{p}_{n} d q_{n}-A_{1} d a_{1}-A_{2} d a_{2}-\text { etc. } \tag{8}
\end{align*}
$$

It will be observed that the kinetic energy ( $\epsilon_{p}$ ) in the most general case is a quadratic function of the $p$ 's (or $\dot{q}$ 's)

* It will be observed, that although we call $\epsilon_{q}$ the potential energy of the system which we are considering, it is really so defined as to include that energy which might be described as mutual to that system and external bodies.
involving also the $q$ 's but not the $a$ 's ; that the potential energt, when it exists, is function of the $q$ 's and $a$ 's; and that the total energy, when it exists, is function of the $p$ 's (or $\dot{q}$ 's), the $q$ 's, and the $a$ 's. In expressions like $d \epsilon / d q_{1}$, the $p$ 's, and not the $\dot{q}$ 's, are to be taken as independent variables, as has already been stated with respect to the kinetic energy.

Let us imagine a great number of independent systems. identieal in nature, but differing in phase, that is, in their condition with respeet to configuration and veloeity. The forces are supposed to be determined for every system by the same law, being functions of the eoördinates of the system $q_{1}, \ldots q_{n}$, either alone or with the eoordinates $a_{1}, a_{2}$, etc. of certain external bodies. It is not necessary that they should be derivable from a force-function. The external coordinates $a_{1}, a_{2}$, etc. may vary with the time, but at any given time have fixed values. In this they differ from the internal eoördinates $q_{1}, \ldots q_{n}$, which at the same time have different values in the different systems eonsidered.

Let us especially consider the number of systems which at a given instant fall within specified limits of phase, viz., those for which

$$
\left.\begin{array}{cc}
p_{1}^{\prime}<p_{1}<p_{1}^{\prime \prime}, & q_{1}^{\prime}<q_{1}<q_{2}^{\prime \prime}, \\
p_{2}^{\prime}<p_{2}<p_{2}^{\prime \prime}, & q_{2}^{\prime}<q_{2}<q_{2}^{\prime \prime},  \tag{9}\\
\vdots \cdots \cdots \cdots p_{n}^{\prime \prime}, & q_{n}^{\prime}<q_{n}<q_{n}^{\prime \prime},
\end{array}\right\}
$$

the aecented letters denoting eonstants. We shall suppose the differences $p_{1}^{\prime \prime}-p_{1}^{\prime}, q_{1}^{\prime \prime}-q_{1}^{\prime}$, etc. to be infinitesimal, and that the systems are distributed in phase in some continuous manner,* so that the number having phases within the limits speeified may be represented by

$$
\begin{equation*}
D\left(p_{1}^{\prime \prime}-p_{1}^{\prime}\right) \cdots\left(p_{n}^{\prime \prime}-p_{n}^{\prime}\right)\left(q_{1}^{\prime \prime}-q_{1}^{\prime}\right) \ldots\left({q_{n}^{\prime}}^{\prime \prime}-q_{n}^{\prime}\right), \tag{10}
\end{equation*}
$$

* In strictness, a finite number of systems cannot be distribnted continuously in phase. But by increasing indefinitely the number of systems, we may approximate to a continuous law of distribution, such as is here described. To avoid tedious circumlocution, language like the above may be allowed, although wanting in precision of expression, when the sense in whieh it is to be taken appears sufficiently clear.
or more bricfly by

$$
\begin{equation*}
D d_{p_{1}} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{11}
\end{equation*}
$$

where $D$ is a function of the $p$ s and $q$ 's and in general of $t$ also, for as time goes on, and the individual systems change their phases, the distribution of the ensemble in phase will in general vary. In special cases, the distribution in phase will remain unchanged. These are cases of statistical equilibrium.

If we regard all possible phases as forming a sort of extension of $2 n$ dimensions, we may regard the product of differentials in (11) as cxpressing an element of this extension, and $D$ as expressing the density of the systems in that element. We shall eall the product

$$
\begin{equation*}
d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{12}
\end{equation*}
$$

an element of extension-in-phase, and $D$ the density-in-phase of the systems.
It is evident that the changes which take place in the density of the systems in any given element of extension-inphase will depend on the dynamical nature of the systems and their distribution in phase at the time considered.

In the case of eonservative systems, with which we shall be principally coneerned, their dynamical nature is eompletely determined by the function which expresses the energy ( $\epsilon$ ) in terms of the $p$ 's, $q$ 's, and $\boldsymbol{a}$ 's (a function supposed identical for all the systems); in the more general case which we are considering, the dynamical nature of the systems is determined by the functions which express the kinetic energy ( $\epsilon_{p}$ ) in terms of the $p$ 's and $q$ 's, and the forces in terms of the $q$ 's and $a$ 's. The distribution in phase is expressed for the time considered by $D$ as function of the $p$ 's and $q$ 's. To find the value of $d D / d t$ for the specified element of extension-inphase, we observe that the number of systems within the limits can only be varied by systems passing the limits, which may take place in $4 n$ different ways, viz., by the $p_{1}$ of a system passing the limit $p_{1}{ }^{\prime}$, or the limit $p_{1}{ }^{\prime \prime}$, or by the $q_{1}$ of a system passing the limit $q_{1}^{\prime}$, or the limit $q_{1}^{\prime \prime}$, etc. Let us consider these cases separately.

In the first place, let us consider the number of systems which in the time $d t$ pass into or out of the specified element by $p_{1}$ passing the limit $p_{1}^{\prime}$. It will be convenient, and it is evidently allowable, to suppose $d t$ so small that the quantities $\dot{p}_{1} d t, \dot{q}_{1} d t$, etc., which represent the increments of $p_{1}, q_{1}$, etc., in the time $d t$ slall be infinitely small in comparison with the infinitesimal differences $p_{1}{ }^{\prime \prime}-p_{1}{ }^{\prime}, q_{1}{ }^{\prime \prime}-q_{1}{ }^{\prime}$, etc., which determine the magnitude of the element of extension-in-plase. The systems for which $p_{1}$ passes the limit $p_{1}^{\prime}$ in the interval $d t$ are those for which at the commencement of this interval the value of $p_{1}$ lies between $p_{1}^{\prime}$ and $p_{1}^{\prime}-\dot{p}_{1} d t$, as is evident if we consider separately the cases in whieh $\dot{p}_{1}$ is positive and negative. Those systems for whieh $p_{1}$ lies between these limits, and the other $p$ 's and $q$ 's between the limits specified in (9), will therefore pass into or out of the element considered according as $\dot{p}$ is positive or negative, unless indeed they also pass some other limit specified in (9) during the same interval of time. But the number which pass any two of these limits will be represented by an expression eontaining the square of $d t$ as a factor, and is evidently negligiblc, when $d t$ is sufficiently small, compared with the number whieh we are seeking to evaluate, and which (with neglect of terms eontaining $d t^{2}$ ) may be found by substituting $\dot{p}_{1} d t$ for $p_{1}^{\prime \prime}-p_{1}^{\prime}$ ir (10) or for $d p_{1}$ in (11).

The expression

$$
\begin{equation*}
D \dot{p}_{1} d t d p_{2} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{13}
\end{equation*}
$$

will therefore represent, according as it is positive or negative, the increase or decrease of the number of systems within the given limits which is due to systems passing the limit $p_{1}{ }^{\prime}$. A similar expression, in which however $D$ and $\dot{p}$ will have slightly different values (being determined for $p_{1}{ }^{\prime \prime}$ instead of $p_{1}^{\prime}$ ), will represent the decrease or increase of the number of systems due to the passing of the limit $p_{1}{ }^{\prime \prime}$. The difference of the two expressions, or

$$
\begin{equation*}
\frac{d\left(L \dot{p}_{1}\right)}{d p_{1}} d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} d t \tag{14}
\end{equation*}
$$

will represent algebraically the decrease of the number of systems within the limits due to systems passing the limits $p_{1}{ }^{\prime}$ and $p_{1}{ }^{\prime \prime}$.

The decrease in the number of systems within the limits due to systems passing the limits $q_{1}^{\prime}$ and $q_{1}^{\prime \prime}$ may be found in the same way. This will give

$$
\begin{equation*}
\left(\frac{d\left(D \dot{p}_{1}\right)}{d p_{1}}+\frac{d\left(D \dot{q}_{1}\right)}{d q_{1}}\right) d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} d t \tag{15}
\end{equation*}
$$

for the decrease due to passing the four limits $p_{1}{ }^{\prime}, p_{1}{ }^{\prime \prime}, q_{1}{ }^{\prime}, q_{1}{ }^{\prime \prime}$. But since the equations of motion (3) give

$$
\begin{equation*}
\frac{d \dot{p}_{1}}{d p_{1}}+\frac{d \dot{q_{1}}}{d q_{1}}=0, \tag{16}
\end{equation*}
$$

the expression reduces to

$$
\begin{equation*}
\left(\frac{d D}{d p_{1}} \dot{p}_{1}+\frac{d D}{d q_{1}} \dot{q}_{1}\right) d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} d t . \tag{17}
\end{equation*}
$$

If we prefix $\Sigma$ to denote summation relative to the suffixes $1 \ldots n$, we get the total decrease in the number of systems within the limits in the time $d t$. That is,

$$
\begin{align*}
& \mathbf{\Sigma}\left(\frac{d D}{d p_{1}} \dot{p}_{1}+\frac{d D}{d q_{1}} \dot{q}_{1}\right) d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} d t= \\
&  \tag{18}\\
& \quad-d D d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}  \tag{19}\\
& \text { or } \quad \begin{array}{l}
\left(\frac{d D}{d t}\right)_{p, q}=-\Sigma\left(\frac{d D}{d p_{1}} \dot{p}_{1}+\frac{d D}{d q_{1}} \dot{q}_{1}\right)
\end{array}
\end{align*}
$$

where the suffix applied to the differential coefficient indicates that the $p$ 's and $q$ 's are to be regarded as constant in the differentiation. The condition of statistical equilibrium is therefore

$$
\begin{equation*}
\Sigma\left(\frac{d D}{d p_{1}} \dot{p}_{1}+\frac{d D}{d q_{1}} \dot{q_{1}}\right)=0 . \tag{20}
\end{equation*}
$$

If at any instant this condition is fulfilled for all values of the $p$ 's and $q$ 's, $(d D / d t)_{p, q}$ vanishes, and therefore the condition will continue to hold, and the distribution in phase will be permanent, so long as the external coordinates remain constant. But the statistical equilibrium would in general be disturbed by a change in the values of the external courdinates, which
would alter the values of the $\dot{p}$ 's as determined by equations (3), and thus disturb the relation expressed in the last equation.

If we write equation (19) in the form

$$
\begin{equation*}
\left(\frac{d D}{d t}\right)_{p, q} d t+\Sigma\left(\frac{d D}{d p_{p_{1}}} \dot{p}_{1} d t+\frac{d D}{d q_{1}} \dot{q}_{1} d t\right)=0 \tag{21}
\end{equation*}
$$

it will be seen to express a theorem of remarkable simplicity. Since $D$ is a function of $t, p_{1}, \ldots p_{n}, q_{1}, \ldots q_{n}$, its complete differential will consist of parts due to the variations of all these quantities. Now the first term of the equation represents the increment of $D$ due to an increment of $t$ (with constant values of the $p$ 's and $q$ 's), and the rest of the first member represents the increments of $D$ due to increments of the $p$ s and $q$ 's, cxpressed by $\dot{p}_{1} d t, \dot{q}_{1} d t$, etc. But these are precisely the increments which the $p$ 's and $q$ 's receive in the movement of a system in the time $d t$. The whole expression represents the total increment of $D$ for the varying phase of a moving system. We have therefore the theorem:-
In an ensemble of mechanical systems identical in nature and subject to forces determined by identical laws, but distributed in phase in any continuous manner, the density-in-phase is constant in time for the varying phases of a moving system; provided, that the forces of a system are functions of its coordinates, either alone or with the time.*

This may be called the principle of conservation of density-in-phase. It may also be written

$$
\begin{equation*}
\left(\frac{d D}{d t}\right)_{a, \ldots h}=0 \tag{22}
\end{equation*}
$$

where $a, \ldots h$ represent the arbitrary constants of the integral equations of motion, and are suffixed to the differential co-

* The eondition that the forces $F_{1}, \ldots F_{n}$ are functions of $q_{1}, \ldots q_{n}$ and $a_{1}, a_{2}$, ete., which last are functions of the time, is analytically equivalent to the condition that $F_{1}, \ldots F_{n}$ are functions of $q_{1}, \ldots q_{n}$ and the time. Explieit mention of the external coördinates, $a_{1}, a_{2}$, ete., has been made in the preceding pages, because our purpose will require us hereafter to consider these coördinates and the connected forces, $\boldsymbol{A}_{1}, \boldsymbol{A}_{2}$, etc., which rcpresent the action of the systems on external bodies.
efficient to indicate that they are to be regarded as constant in the differentiation.

We may give to this principle a slightly different expression. Let us call the value of the integral

$$
\begin{equation*}
\int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{23}
\end{equation*}
$$

taken within any limits the extension-in-phase within those limits.

When the phases bounding an extension-in-phase vary in the course of time according to the dynamical laws of a system subject to forces which are functions of the coördinates either alone or with the time, the value of the extension-in-phase thus bounded remains constant. In this form the principle may be called the principle of conservation of extension-in-phase. In some respects this may be regarded as the most simple statement of the principle, since it contains no explicit reference to an ensemble of systems.

Since any extension-in-phase may be divided into infinitesimal portions, it is only necessary to prove the principle for an infinitely small extension. The number of systems of an ensemble which fall within the extension will be represented by the integral

$$
\int \ldots \int D d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}
$$

If the extension is infinitely small, we may regard $D$ as constant in the extension and write

$$
D \int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}
$$

for the number of systems. The value of this expression must be constant in time, since no systems are supposed to be created or destroyed, and none can pass the limits, because the motion of the limits is identical with that of the systems. But we have seen that $D$ is constant in time, and therefore the integral

$$
\int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}
$$

which we have called the extension-in-phase, is also constant in time.*

Since the system of coorrdinates employed in the foregoing discussion is entirely arbitrary, the values of the coordinates relating to any configuration and its immediate vicinity do not impose any restriction upon the values relating to otherconfigurations. The fact that the quantity which we have called density-in-phase is constant in time for any given system, implies therefore that its value is independent of the coördinates which are used in its evaluation. For let the density-in-phase as evaluated for the same time and phase by one system of eoördinates be $D_{1}{ }^{\prime}$, and by another system $D_{2}^{\prime}$. A system which at that time has that phase will at another time have another phase. Let the density as calculated for this second time and phase by a third system of coorrdinates be $D_{3}{ }^{\prime \prime}$. Now we may imagine a system of coördinates which at and near the first configuration will coincide with the first system of coorrdinates, and at and near the second configuration will coincide with the third system of courdinates. This will give $D_{1}{ }^{\prime}=D_{3}{ }^{\prime \prime}$. Again we may imagine a system of coördinates which at and near the first configuration will coincide with the second system of coordinates, and at and near the

* If we regard a phase as reprcsented by a point in space of $2 n$ dimensions, the changes which takc place in the course of time in our ensemble of systems will be represented by a current in such space. This current will be steady so long as the external coürdinates are not varied. In any case the current will satisfy a law which in its various expressions is analogous to the hydrodynamic law which may be expressed by the phrases consercation of volumes or conservation of density about a moving point, or by the equation

$$
\frac{d \dot{x}}{d x}+\frac{d \dot{y}}{d y}+\frac{d \dot{z}}{d z}=0 .
$$

The analogue in statistical mechanies of this equation, viz,

$$
\frac{d \dot{p_{1}}}{d p_{1}}+\frac{d \dot{q_{1}}}{d q_{1}}+\frac{d \dot{p_{2}}}{d p_{2}}+\frac{d \dot{q}_{2}}{d q_{2}}+\text { etc. }=0
$$

may be derived directly from equations (3) or (6), and may suggest such theorems as have been enuuciated, if indeed it is not regarded as making them intuitively evident. The somewhat lengthy demonstrations given above will at least serve to give precision to the notious involved, and familiarity with their use.
second configuration will coincide with the third system of coorrlinates. This will give $D_{2}{ }^{\prime}=D_{3}{ }^{\prime \prime}$. We have therefore $D_{1}{ }^{\prime}=D_{2}{ }^{\prime}$.

It follows, or it may be proved in the same way, that the value of an extension-in-phase is independent of the system of coördinates which is used in its evaluation. This may easily be verified directly. If $q_{1}, \ldots q_{n}, Q_{1}, \ldots Q_{n}$ are two systems of eoördinates, and $p_{1}, \ldots p_{n}, P_{1}, \ldots P_{n}$ the corresponding momenta, we have to prove that
$\int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}=\int \ldots \int d P_{1} \ldots d P_{n} d Q_{1} \ldots d Q_{n},(24)$
when the moltiple integrals are taken within limits consisting of the same phases. And this will be evident from the prineiple on which we change the variables in a multiple integral, if we prove that

$$
\begin{equation*}
\frac{d\left(P_{1}, \ldots P_{n}, Q_{1}, \ldots Q_{n}\right)}{d\left(p_{1}, \ldots p_{n}, q_{1}, \cdots q_{n}\right)}=1 \tag{25}
\end{equation*}
$$

where the first member of the equation represents a Jacobian or functional determinant. Sinee all its elements of the form $d Q / d p$ are equal to zero, the determinant reduees to a produet of two, and we have to prove that

$$
\begin{equation*}
\frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)} \frac{d\left(Q_{1}, \ldots Q_{n}\right)}{d\left(q_{1}, \ldots q_{n}\right)}=1 \tag{26}
\end{equation*}
$$

We may transform any element of the first of these determinants as follows. By equations (2) and (3), and in view of the faet that the $\dot{Q}$ 's are linear functions of the $\dot{q}$ 's and therefore of the $p$ 's, with coefficients involving the $q$ 's, so that a differential coefficient of the form $d \dot{Q}_{r} / d p_{y}$ is function of the $q$ 's alone, we get*

* The form of the equation

$$
\frac{d}{d p_{y}} \frac{d \epsilon_{p}}{d \dot{Q}_{x}}=\frac{d}{d \dot{Q}_{x}} \frac{d \epsilon_{p}}{d p_{y}}
$$

in (27) reminds us of the fundamental identity in the differential calculns relating to the order of differentiation with respect to independent variables. But it will be observed that here the variables $\dot{Q}_{x}$ and $p_{y}$ are not independent and that the proof depends on the linear relation between the $\dot{Q}$ 's and the $p$ 's.

$$
\begin{align*}
& \frac{d P_{x}}{d p_{y}}=\frac{d}{d p_{y}} \frac{d \epsilon_{p}}{d \dot{Q}_{x}}=\sum_{r=1}^{r=n}\left(\frac{d^{2} \epsilon_{p}}{d \dot{Q}_{r} d \dot{Q}_{x}} \frac{d \dot{Q}_{r}}{d p_{y}}\right)= \\
& \quad \frac{d}{d \varphi_{x}}-{ }_{r}^{r=n}\left(\frac{d \epsilon_{p}}{d \dot{Q}_{r}} \frac{d \dot{Q}_{r}}{d p_{y}}\right)=\frac{d}{d \dot{Q}_{x}} \frac{d \epsilon_{p}}{d p_{y}}=\frac{d \dot{\varphi_{y}}}{d \dot{Q}_{x}} . \tag{27}
\end{align*}
$$

But since

$$
\dot{q}_{\nu}=\sum_{r=1}^{\Gamma_{r=1}^{n}}\left(\frac{d q_{\nu}}{d \boldsymbol{Q}_{r}} \dot{Q}_{r}\right)
$$

$$
\begin{equation*}
\frac{d \dot{q}_{y}}{d \dot{Q}_{x}}=\frac{d q_{y}}{d Q_{x}} \tag{28}
\end{equation*}
$$

Thercfore,

$$
\begin{equation*}
\frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)}=\frac{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}=\frac{d\left(q_{1}, \ldots q_{n}\right)}{d\left(Q_{1}, \ldots Q_{n}\right)} . \tag{29}
\end{equation*}
$$

The equation to be proved is thus reduced to

$$
\begin{equation*}
\frac{d\left(q_{1}, \ldots q_{n}\right)}{d\left(Q_{1}, \ldots Q_{n}\right)} \frac{d\left(Q_{1}, \ldots Q_{n}\right)}{d\left(q_{1}, \ldots q_{n}\right)}=1 \tag{30}
\end{equation*}
$$

which is easily proved by the ordinary rule for the multiplication of determinants.

The numerical value of an extension-in-phase will however depend on the units in which we measure energy and time. For a product of the form $d p d q$ has the dimensions of energy multiplied by time, as appears from equation (2), by which the momenta are defincd. Hence an extension-in-phase has the dimensions of the $n$th power of the product of energy and time. In other words, it has the dimensions of the $n$th power of action, as the torm is used in the 'principle of Least Action.'
If we distinguish by accents the values of the momenta and coorrdinates which belong to a time $t$, the unaccented letters relating to the time $t$, the principle of the conservation of extension-in-phase may be written
$\int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n}=\int \ldots \int d p_{1}{ }^{\prime} \ldots d p_{n}{ }^{\prime} d q_{1}{ }^{\prime} \ldots d q_{n}{ }^{\prime}$,
or more briefly

$$
\begin{equation*}
\int \ldots \int d p_{1} \ldots d q_{n}=\int \ldots \int d p_{1}^{\prime} \ldots d q_{n^{\prime}} \tag{32}
\end{equation*}
$$

the limiting phases being thosc which belong to the same systems at the times $t$ and $t^{\prime}$ respectively. But we have identically

$$
\int \cdots \int d p_{1} \ldots d q_{n}=\int \cdots \int \frac{d\left(p_{1} \cdots q_{n}\right)}{d\left(\mu_{1}^{\prime} \cdots q_{n}^{\prime}\right)} d p_{1}^{\prime} \cdots d q_{n}^{\prime}
$$

for such limits. The principle of conservation of extension-inphase may therefore be expressed in the form

$$
\begin{equation*}
\frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime} \cdots q_{n}^{\prime}\right)}=1 \tag{33}
\end{equation*}
$$

This equation is easily proved directly. For we have identically

$$
\frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}\right)}=\frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime \prime}, \ldots q_{n}{ }^{\prime \prime}\right)} \frac{d\left(p_{1}^{\prime \prime}, \ldots q_{n}{ }^{\prime \prime}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}{ }^{\prime}\right)},
$$

where the double accents distinguish the values of the momenta and coördinates for a time $t^{\prime \prime}$. If we vary $t$, while $t^{\prime}$ and $t^{\prime \prime}$ remain constant, we have

$$
\begin{equation*}
\frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}^{\prime}\right)}=\frac{d\left(p_{1}^{\prime \prime}, \ldots q_{n}^{\prime \prime}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}^{\prime}\right)} \frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime \prime}, \ldots q_{n}^{\prime \prime}\right)} \tag{34}
\end{equation*}
$$

Now since the time $t^{\prime \prime}$ is entirely arbitrary, nothing prevents us from making $t^{\prime \prime}$ identical with $t$ at the moment considered. Then the determinant

$$
\frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime \prime}, \ldots q_{n}{ }^{\prime \prime}\right)}
$$

will have unity for each of the elements on the principal diagonal, and zero for all the other elements. Since every term of the determinant except the product of the elements on the principal diagonal will have two zero factors, the differential of the determinant will reduce to that of the product of these elements, i.e., to the sum of the differentials of these elements. This gives the equation

$$
\frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime \prime}, \ldots q_{n}^{\prime \prime}\right)}=\frac{d \dot{p}_{1}}{d p_{1}^{\prime \prime}} \ldots+\frac{d \dot{p}_{n}}{d p_{n^{\prime}}^{\prime \prime}}+\frac{d \dot{q}_{1}}{d q_{1}{ }^{\prime \prime}} \ldots+\frac{d \dot{q}_{n}}{d q_{n}^{\prime \prime}}
$$

Now since $t=t^{\prime \prime}$, the double accents in the second member of this equation may evidently be neglected. This will give, in virtue of such relations as (16),

$$
\frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime \prime}, \ldots q_{n}^{\prime \prime}\right)}=0
$$

which substituted in (34) will give

$$
\frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}^{\prime}\right)}=0 .
$$

The determinant in this equation is therefore a constant, the value of which may be determined at the instant when $t=t^{\prime}$, when it is evidently unity. Equation (33) is therefore demonstrated.
Again, if we write $a, \ldots h$ for a system of $2 n$ arbitrary constants of the integral equations of motion, $p_{1}, q_{1}$, etc. will be functions of $a, \ldots h$, and $t$, and we may express an cxtension-in-phase in the form

$$
\begin{equation*}
\int \ldots \int \frac{d\left(p_{1}, \ldots q_{n}\right)}{d(a, \ldots h)} d a \ldots d h \tag{35}
\end{equation*}
$$

If we suppose the limits specified by values of $a, \ldots h$, a system initially at the limits will remain at the limits. The principle of conservation of extension-in-phase requires that an extension thus bounded shall have a constant value. This requires that the determinant under the integral sign shall be constant, which may be written

$$
\begin{equation*}
\frac{d}{d t} \frac{d\left(p_{1}, \ldots q_{n}\right)}{d(a, \ldots h)}=0 . \tag{36}
\end{equation*}
$$

This equation, which may be regarded as expressing the principle of conservation of extension-in-phase, may be derived directly from the identity

$$
\frac{d\left(p_{1}, \ldots q_{n}\right)}{d(a, \ldots h)}=\frac{d\left(p_{1}, \ldots q_{n}\right)}{d\left(p_{1}^{\prime}, \ldots q_{n}^{\prime}\right)} \frac{d\left(p_{1}^{\prime}, \ldots q_{n}^{\prime}\right)}{d\left(a_{2} \ldots h\right)}
$$

in connection with equation (33).
Since the coördinates and momenta are functions of $a, \ldots h$, and $t$, the determinant in (36) must be a function of the same variables, and since it does not vary with the time, it must be a function of $a, \ldots h$ alone. We have therefore

$$
\begin{equation*}
\frac{d\left(p_{1}, \ldots q_{n}\right)}{d(a, \ldots h)}=\text { func. }(a, \ldots h) . \tag{37}
\end{equation*}
$$

It is the relative numbers of systems which fall within different limits, rather than the absolute numbers, with which we are most concerned. It is indeed only with regard to relative numbers that such discussions as the preceling will apply with literal precision, since the nature of our reasoning implies that the number of systems in the smallest element of space which we consider is very great. This is evidently inconsistent with a finite value of the total number of systems, or of the density-in-phase. Now if the value of $D$ is infinite, we cannot speak of any definite number of systems within any finite limits, since all such numbers are infinite. But the ratios of these infinite numbers may be perfectly definite. If we write $N$ for the total number of systems, and set

$$
\begin{equation*}
P=\frac{D}{N} \tag{38}
\end{equation*}
$$

$P$ may remain finite, when $N$ and $D$ become infinite. The integral

$$
\begin{equation*}
\int \ldots \int P d p_{1} \ldots d q_{n} \tag{39}
\end{equation*}
$$

taken within any given limits, will evidently express the ratio of the number of systems falling within those limits to the whole number of systems. This is the same thing as the probability that an unspecified system of the ensemble (i.e. one of which we only know that it belongs to the ensemble) will lie within the given limits. The product

$$
\begin{equation*}
P d p_{1} \ldots d q_{n} \tag{40}
\end{equation*}
$$

expresses the probability that an unspecified system of the ensemble will be found in the element of extension-in-phase $d p_{1} \ldots d q_{n}$. We shall call $P$ the coefficient of probability of the phase considered. Its natural logarithm we shall call the index of probability of the phase, and denote it by the letter $\eta$.

If we substitute $N P$ and $N e^{n}$ for $D$ in equation (19), we get

$$
\begin{equation*}
\left(\frac{d P}{d t}\right)_{p, q}=-\Sigma\left(\frac{d P}{d p_{1}} \dot{p}_{1}+\frac{d P}{d q_{1}} d \dot{q}_{1}\right), \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{d \eta}{d t}\right)_{p, q}=-\Sigma\left(\frac{d \eta}{d p_{1}} \dot{p}_{1}+\frac{d \eta}{d q_{1}} d \dot{q_{2}}\right) . \tag{42}
\end{equation*}
$$

The condition of statistical equilibrium may be expressed by equating to zero the second member of either of these equations.

The same substitutions in (22) give

$$
\begin{align*}
& \left(\frac{d P}{d t}\right)_{a, \ldots s}=0  \tag{43}\\
& \left(\frac{d \eta}{d t}\right)_{a_{1} \ldots h}=0 . \tag{44}
\end{align*}
$$

and
That is, the values of $P$ and $\eta$, like those of $D$, are constant in time for moving systems of the ensemble. From this point of view, the principle which otherwise regarded has been called the principle of conservation of density-in-phase or conservation of extension-in-phase, may be called the principle of conservation of the coefficient (or index) of probability of a phase varying according to dynamical laws, or more briefly, the principle of conservation of probability of phase. It is subject to the limitation that the forces must be functions of the coorrdinates of the system either alone or with the time.

The application of this principle is not limited to cases in which there is a formal and explicit reference to an ensemble of systems. Yet the conception of such an ensemble may serve to give precision to notions of probability. It is in fact customary in the discussion of probabilities to describe anything which is imperfectly known as something taken at random from a great number of things which are completely described. But if we prefer to avoid any reference to an ensemble of systems, we may observe that the probability that the phase of a system falls within certain limits at a certain time, is equal to the probability that at some other time the phase will fall within the limits formed by phases corresponding to the first. For either occurrence necessitates the other. That is, if we write $P^{\prime}$ for the coefficient of probability of the phase $p_{1}^{\prime}, \ldots q_{n}{ }^{\prime}$ at the time $t^{\prime}$, and $P^{\prime \prime}$ for that of the phase $p_{n}^{\prime \prime}, \ldots q_{n}^{\prime \prime}$ at the time $t^{\prime \prime}$,

$$
\begin{equation*}
\int \ldots \int P^{\prime} d q_{1}^{\prime} \ldots d q_{n}^{\prime}=\int \ldots \int P^{\prime \prime} d p_{1}^{\prime \prime} \ldots d{q_{n}}^{\prime \prime} \tag{45}
\end{equation*}
$$

where the limits in the two cases are formed by corresponding phases. When the integrations cover infinitely small variations of the momenta and coobrdinates, we may regard $P^{\prime}$ and $P^{\prime \prime}$ as constant in the integrations and write

$$
P^{\prime} \int \ldots \int d p_{1}^{\prime} \ldots d q_{n}^{\prime \prime}=P^{\prime} \int \ldots \int d p_{1}^{\prime \prime} \ldots d q_{n}^{\prime \prime}
$$

Now the principle of the conservation of extension-in-phase, which has been proved (viz., in the second demonstration given above) independently of any reference to an ensemble of systems, requires that the values of the multiple integrals in this equation shall be equal. This gives

$$
P^{\prime \prime}=P^{\prime}
$$

With reference to an important class of cases this principle may be enunciated as follows.

When the differential equations of motion are exactly known, but the constants of the integral equations imperfectly determined, the coefficient of probability of any phase at any time is equal to the coefficient of probability of the corresponding phase at any other time. By corresponding phases are meant those which are calculated for different times from the same values of the arbitrary constants of the integral equations.

Since the sum of the probabilities of all possible cases is necessarily unity, it is evident that we must have

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \ldots \int^{\text {al }} P d p_{1} \ldots d q_{n}=1 \tag{46}
\end{equation*}
$$

where the integration extends over all phases. This is indeed only a different form of the equation

$$
N=\int_{\text {phases }}^{\text {all }} \ldots \int D d p_{1} \ldots d q_{n}
$$

which we may regard as defining $N$.

The values of the coefficient and index of probability of phase, like that of the density-in-phase, are independent of the system of coördinates which is employed to express the distribution in phase of a given ensemble.

In dimensions, the coefficient of probability is the reciprocal of an extension-in-phase, that is, the reciprocal of the $n$th power of the product of time and energy. The index of probability is therefore affected by an additive constant when we change our units of time and energy. If the unit of time is multiplied by $c_{t}$ and the unit of energy is multiplied by $c_{\epsilon}$, all indices of probability relating to systems of $n$ degrees of freedom will be increased by the addition of

$$
\begin{equation*}
n \log c_{t}+n \log c_{c} \tag{47}
\end{equation*}
$$

## CHAPTER II.

## APPLICATION OF THE PRINCIPLE OF CONSERVATION OF EXTENSION-TN-PIIASE TO THE THEORY OE ERRORS.

LET us now proceed to combine the principle which has been demonstrated in the preceding chapter and which in its different applications and regarded from different points of view has been variously designated as the conservation of density-in-phase, or of extension-in-phase, or of probability of phase, with those approximate relations which are generally used in the 'theory of errors.'

We suppose that the differential equations of the motion of a system are exactly known, but that the constants of the integral equations are only approximately determined. It is evident that the probability that the momenta and courdinates at the time $t^{\prime}$ fall between the limits $p_{1}^{\prime}$ and $p_{1}^{\prime}+d p_{1}^{\prime}, q_{1}^{\prime}$ and $q_{1}{ }^{\prime}+d q_{1}^{\prime}$, etc., may be expressed by the formula

$$
\begin{equation*}
e^{\gamma^{\prime}} d p_{1}^{\prime}{ }^{\prime} \ldots d q_{n}^{\prime} \tag{48}
\end{equation*}
$$

where $\eta^{\prime}$ (the index of probability for the phase in question) is a function of the coorrdinates and momenta and of the time.

Let $Q_{1}{ }^{\prime}, P_{1}{ }^{\prime}$, etc. be the values of the coördinates and momenta which give the maximum value to $\eta^{\prime}$, and let the general value of $\eta^{\prime}$ be developed by Taylor's theorem according to ascending powers and products of the differences $p_{1}^{\prime}-P_{1}^{\prime}$, $q_{1}^{\prime}-Q_{1}^{\prime}$, etc., and let us suppose that we have a sufficient approximation without going beyond terms of the second degree in these differences. We may therefore set

$$
\begin{equation*}
\eta^{\prime}=\varepsilon-F^{\prime}, \tag{49}
\end{equation*}
$$

where $c$ is independent of the differences $p_{1}{ }^{\prime}-P_{1}^{\prime}, q_{1}^{\prime}-Q_{1}{ }^{\prime}$, etc., and $F^{\prime \prime}$ is a homogeneous quadratic function of these
differences. The terms of the first degree vanish in virtue of the maximum condition, which also requires that $F^{\prime}$ must have a positive value except when all the differences mentioned vanish. If we set

$$
\begin{equation*}
C=e^{e} \tag{50}
\end{equation*}
$$

we may write for the probability that the phase lies within the limits considered

$$
\begin{equation*}
C e^{-F^{\prime}} d p_{1}^{\prime} \ldots d q_{n}^{\prime} \tag{51}
\end{equation*}
$$

$C$ is evidently the maximum value of the coefficient of probability at the time considered.
In regard to the degree of approximation represented by these formulx, it is to be observed that we suppose, as is usual in the 'theory of crrors,' that the determination (explicit or implicit) of the constauts of motion is of such precision that the coefficient of probability $e^{\eta^{\prime}}$ or $C e^{-F^{\prime}}$ is practically zero except for very small values of the differences $p_{1}^{\prime}-P_{1}^{\prime}, q_{1}^{\prime}-Q_{1}^{\prime}$, etc. For very small values of these differences the approximation is evidently in general sufficient, for larger values of these differences the value of $C e^{-F^{\prime}}$ will be sensibly zero, as it should be, and in this sense the formula will represent the facts.

We shall suppose that the forces to which the system is subject are functions of the coordinates either alone or with the time. The principle of conservation of probability of phase will therefore apply, which requires that at any other time ( $t^{\prime \prime}$ ) the maximum value of the coefficient of probability shall be the same as at the time $t^{\prime}$, and that the phasc ( $P_{1}^{\prime \prime}, Q_{1}^{\prime \prime}$, etc.) which has this greatest probability-cocfficient, shall be that which corresponds to the phase ( $P_{1}^{\prime}, Q_{1}^{\prime}$, cte.), i.e., which is calculated from the same values of the constants of the integral equations of motion.

We may therefore write for the probability that the phase at the time $t^{\prime \prime}$ falls within the limits $p_{1}{ }^{\prime \prime}$ and $p_{3}{ }^{\prime \prime}+d p_{1}{ }^{\prime \prime}, q_{1}{ }^{\prime \prime}$ and $q_{1}{ }^{\prime \prime}+d q_{1}{ }^{\prime \prime}$, etc.,

$$
\begin{equation*}
C e^{-F^{\prime \prime}} d p_{1}^{\prime \prime} \ldots d q_{n}{ }^{\prime \prime} \tag{52}
\end{equation*}
$$

where $C$ represents the same value as in the preceding formula, viz., the constant value of the maximum coefficient of probability, and $F^{\prime \prime}$ is a quadratic function of the differences $p_{1}^{\prime \prime}-P_{1}^{\prime \prime}, q_{1}^{\prime \prime}-Q_{1}^{\prime \prime}$, etc., the phase ( $P_{1}^{\prime \prime}, Q_{1}^{\prime \prime}$ etc.) being that which at the time $t^{\prime \prime}$ corresponds to the phase ( $P_{1}{ }^{\prime}, Q_{1}{ }^{\prime}$, etc.) at the time $t^{\prime}$.

Now we have necessarily
$\int \ldots \int C e^{-F^{\prime}} d p_{1}{ }^{\prime} \ldots d q_{n}{ }^{\prime}=\int \ldots \int C e^{-F^{\prime \prime}} d p_{1}{ }^{\prime \prime} \ldots d q_{n}{ }^{\prime \prime}=1$,
when the integration is extended over all possible phases. It will be allowable to set $\pm \infty$ for the limits of all the coorrdinates and momenta, not because these values represent the actual limits of possible phases, but because the portions of the integrals lying outside of the limits of all possible phases will have sensibly the value zero. With $\pm \infty$ for limits, the equation gives

$$
\begin{equation*}
\frac{C \pi^{n}}{\sqrt{f^{\prime}}}=\frac{C \pi^{n}}{\sqrt{f^{\prime \prime \prime}}}=1 \tag{}
\end{equation*}
$$

where $f^{\prime}$ is the diseriminant * of $F^{\prime}$, and $f^{\prime \prime}$ that of $F^{\prime \prime}$. This discriminant is therefore constant in time, and like $C$ an absolute invariant in respect to the system of coördinates which may be employed. In dimensions, like $C^{2}$, it is the reciprocal of the $2 n t h$ power of the product of energy and time.

Let us see precisely how the functions $F^{\prime \prime}$ and $F^{\prime \prime}$ are related. The principle of the conservation of the probability-coefficient requires that any values of the enördinates and momenta at the time $t^{\prime}$ shall give the function $F^{\prime}$ the same value as the corresponding coördinates and momenta at the time $t^{\prime \prime}$ give to $F^{\prime \prime \prime}$. Therefore $F^{\prime \prime}$ may be derived from $F^{\prime \prime}$ by substituting for $p_{1}^{\prime}, \ldots g_{n}^{\prime}$ their values in terms of $p_{1}^{\prime \prime}, \ldots q_{1}^{\prime \prime}$. Now we have approximately

* This term is used to denote the determinant having for elements on the principal diagonal the coefficients of the squares in the quadratic function $F^{\prime}$, and for its other elements the halves of the coefficients of the products in $F^{\prime}$.

$$
\begin{align*}
& \left.q_{n^{\prime}}-Q_{n}{ }^{\prime}=\frac{d Q_{n}{ }^{\prime}}{d P_{1}^{\prime \prime}}\left(p_{1}^{\prime \prime}-P_{1}^{\prime \prime}\right) \cdots+\frac{d Q_{n^{\prime}}}{d \overline{Q_{n}^{\prime \prime}}}{ }^{\prime \prime}{ }^{\prime \prime}-Q_{n}{ }^{\prime \prime}\right), \text {, } \tag{55}
\end{align*}
$$

and as in $F^{\prime \prime}$ terms of higher degree than the second are to be neglected, these equations may be considered accurate for the purpose of the transformation required. Since by equation (33) the eliminant of these equations has the value unity, the discriminant of $F^{\prime \prime}$ will be equal to that of $F^{\prime \prime}$, as has already appeared from the consideration of the priuciple of conservation of probability of phase, which is, in fact, essentially the same as that expressed by equation (33).

At the time $t^{\prime}$, the phases satisfying the equation

$$
\begin{equation*}
F^{\prime}=k \tag{56}
\end{equation*}
$$

where $k$ is any positive constant, have the probability-coefficient $C e^{-k}$. At the time $t^{\prime \prime}$, the corresponding phases satisfy the equation

$$
\begin{equation*}
F^{\prime \prime}=k \tag{57}
\end{equation*}
$$

and have the same probability-coefficient. So also the phases within the limits given by one or the other of these equations are corresponding phases, and have probability-coefficients greater than $C e^{-k}$, while phases without these limits have less probability-coefficients. The probability that the phase at the time $\dot{t}^{\prime}$ falls within the limits $F^{\prime}=k$ is the same as the probability that it falls within the limits $F^{\prime \prime}=k$ at the time $t^{\prime \prime}$, since either event necessitates the other. This probability may be evaluated as follows. We may omit the accents, as we need only consider a single time. Let us dcnote the ex-tension-in-phase within the limits $F=k$ by $U$, and the probability that the phase falls within these limits by $R$, also the extension-in-phase within the limits $F=1$ by $U_{1}$. We have then by definition

$$
\begin{equation*}
U=\int \cdots \int d p_{1} \ldots d q_{\mathrm{n}}, \tag{58}
\end{equation*}
$$

$$
\begin{gather*}
R=\int^{F=k} \ldots \int^{F} C e^{-p} d p_{1} \ldots d q_{n}  \tag{59}\\
U_{1}=\int^{F=1} \ldots \int d p_{1} \ldots d q_{n} \tag{60}
\end{gather*}
$$

But since $F$ is a homogeneous quadratic function of the differences

$$
p_{1}-I_{1}, p_{2}-P_{2}, \ldots q_{n}-Q_{n}
$$

we have identically

$$
\begin{aligned}
& \int \cdots \int^{F=k} d\left(p_{1}-P_{1}\right) \ldots d\left(q_{n}-Q_{n}\right) \\
= & \int \cdots \int^{k F=k} k^{n} d\left(n_{1}-P_{1}\right) \ldots d\left(q_{n}-Q_{n}\right) \\
= & k^{n} \int \cdots \int d\left(p_{1}-P_{1}\right) \ldots d\left(q_{n}-Q_{n}\right) .
\end{aligned}
$$

That is

$$
\begin{equation*}
U=k^{n} U_{1} \tag{61}
\end{equation*}
$$

whence

$$
\begin{equation*}
d U=U_{1} n k^{n-1} d k \tag{62}
\end{equation*}
$$

But if $k$ varies, equations (58) and (59) give

$$
\begin{gather*}
d U=\int_{\vec{F}=k}^{F=k+d k} d p_{1} \ldots d q_{n}  \tag{63}\\
d R=\int_{F=k}^{F=k+d k} \ldots \int^{T} C e^{-F} r p_{1} \ldots d q_{n} \tag{64}
\end{gather*}
$$

Since the factor $C e^{-F}$ has the constant value $C e^{-k}$ in the last multiple integral, we have

$$
\begin{equation*}
d R=C e^{-k} d U=C U_{1} n e^{-k} k^{n-1} d k \tag{65}
\end{equation*}
$$

$R=-C U_{1}\left[n e^{-k}\left(1+k+\frac{k^{2}}{2}+\ldots+\frac{k^{n-1}}{n-1}\right)+\right.$ const.
We may determine the constant of integration by the condition that $R$ vanishes with $k$. This gives
$R=C U_{1}\left\lfloor n-C U_{1}\left\lfloor e^{-k}\left(1+k+\frac{k^{2}}{2}+\ldots+\frac{k^{n-1}}{\lfloor n-1}\right)\right.\right.$.
We may determine the value of the constant $U_{1}$ by the condition that $R=1$ for $k=\infty$. This gives $C U_{1} \mid n=1$, and

$$
\begin{gather*}
I=1-e^{-k}\left(1+k+\frac{k^{2}}{2} \cdots+\frac{k^{n-1}}{n-1}\right),  \tag{68}\\
U=\frac{k^{n}}{C \underline{n}} . \tag{69}
\end{gather*}
$$

It is worthy of notice that the form of these equations depends only on the number of dcgrees of freedom of the system, being in other respects independent of its dynamical nature, except that the forces must be functions of the coorrdinates either alone or with the time.

If we write

$$
k_{R=\frac{1}{2}}
$$

for the value of $k$ which substituted in equation (68) will give $R=\frac{1}{2}$, the phases determined by the equation

$$
\begin{equation*}
F=k_{E=\frac{1}{2}} \tag{70}
\end{equation*}
$$

will have the following properties.
The probability that the phase falls within the limits formed by these phases is greater than the probability that it falls within any other limits enclosing an equal extension-in-phase. It is equal to the probability that the phase falls without the same limits.

These properties are analogous to those which in the theory of errors in the determination of a single quantity belong to values expressed by $A \pm a$, when $A$ is the most probable value, and $a$ the 'probable error.'

## CHAPTER III

APPLICATION OF TIIE PRINCIPLE OF CONSERVATION OF EXTENSION-IN-PIIASE TO THE INTEGRATION OF THE DIFPERENTIAL EQUATIONS OF MOTION.*

We have seen that the principle of conservation of exten-sion-in-phase may be expressed as a differential relation between the coördinates and momenta and the arbitrary constants of the integral equations of motion. Now the integration of the differential equations of motion consists in the determination of these constants as functions of the coorrdinates and momenta with the time, and the relation afforded by the principle of conservation of extension-in-phase may assist us in this determination.

It will be convenient to have a notation which shall not distinguiel between the coördinates and momenta. If we write $r_{1} \ldots r_{2 n}$ for the coördinates and momenta, and $a \ldots h$ as before tor the arbitrary constants, the principle of which we wish to avail ourselves, and which is expressed by equation (37), may be written

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)}=\text { func. }(a, \ldots h) \tag{71}
\end{equation*}
$$

Let us first consider the case in which the forces are determined by the coördinates alone. Whether the forces are 'conservative' or not is immaterial. Since the differential equations of motion do not contain the time ( $t$ ) in the finite form, if we eliminate $d t$ from these equations, we obtain $2 n-1$ equations in $r_{1}, \ldots r_{2 n}$ and their differentials, the integration of which will introduce $2 n-1$ arbitrary constants which we shall call $b . . . h$. If we can effect these integrations, the

* See Boltzmann: "Zusammenhang zwischen den Sätzen über das Verhalten mehratomiger Gasmolecüle mit Jacobi's Princip des letzten Multiplicators. Sitzb. der Wiener Akad., Bd.LXIII, Abth. II., S. 679, (1871).
remaining constant (a) will then be introduced in the final integration, (viz., that of an equation containing $d t$,) and will be added to or subtracted from $t$ in the integral equation. Let us have it subtracted from $t$. It is evident then that

$$
\begin{equation*}
\frac{d r_{1}}{d a}=-\dot{r}_{1}, \quad \frac{d r_{2}}{d a}=-\dot{r}_{2}, \quad \text { etc. } \tag{72}
\end{equation*}
$$

Moreover, since $b, \ldots h$ and $t-a$ are independent functions of $r_{1}, \ldots r_{2 n}$, the latter variables are functions of the former. The Jacobian in (71) is therefore function of $b, \ldots h$, and $t-a$, and since it does not vary with $t$ it cannot vary with $a$. We have therefore in the case considered, viz., where the forces are functions of the coördinates alone,

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)}=\text { func. }(b, \ldots h) \tag{73}
\end{equation*}
$$

Now let us suppose that of the first $2 n-1$ integrations we have accomplished all but one, determining $2 n-2$ arbitrary constants (say $c, \ldots h$ ) as functions of $r_{1}, \ldots r_{2 n}$, leaving $b$ as well as $\alpha$ to be determined. Our $2 n-2$ finite equations enable us to regard all the variables $r_{1}, \ldots r_{2 \mathrm{n}}$, and all functions of these variables as functions of two of them, (say $r_{1}$ and $r_{2}$,) with the arbitrary constants $c, \ldots h$. To determine $b$, we have the following equations for constant values of $c, \ldots h$.

$$
\begin{gather*}
d r_{1}=\frac{d r_{1}}{d a} d a+\frac{d r_{1}}{d b} d b, \\
d r_{2}=\frac{d r_{2}}{d a} d a+\frac{d r_{2}}{d b} d b, \\
\text { whence } \quad \frac{d\left(r_{1}, r_{2}\right)}{d(a, b)} d b=-\frac{d r_{2}}{d a} d r_{1}+\frac{d r_{1}}{d a} d r_{2} . \tag{74}
\end{gather*}
$$

Now, by the ordinary formula for the change of variables,

$$
\begin{gathered}
\int \ldots \int \frac{d\left(r_{1}, r_{2}\right)}{d(a, b)} d a d b d r_{3} \ldots d r_{2 n}=\int \ldots \int d r_{1} \ldots d r_{2 n} \\
\quad=\int \ldots \int \frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} d a \ldots d h \\
=\int \ldots \int \frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} \frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)} d a d b d r_{3} \ldots d r_{2 n}
\end{gathered}
$$

where the limits of the multiple integrals are formed by the same phases. Hence

$$
\begin{equation*}
\frac{d\left(r_{1}, r_{2}\right)}{d(a, b)}=\frac{d\left(r_{1}, \ldots r_{22}\right)}{d(a, \ldots h)} \frac{d(c, \ldots h)}{d\left(r_{b}, \ldots r_{2 n}\right)}, \tag{75}
\end{equation*}
$$

With the aid of this equation, which is an identity, and (72), we may write equation (74) in the form

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} \frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)} d b=\dot{r}_{2} d r_{1}-\dot{r}_{1} d r_{2} \tag{76}
\end{equation*}
$$

The separation of the variables is now easy. The differential equations of motion give $\dot{r}_{1}$ and $\dot{r}_{2}$ in terms of $r_{1}, \ldots r_{2 n}$. The integral equations already obtained give $c, \ldots \hbar$ and therefore the Jacobian $d(c, \ldots h) / d\left(r_{3}, \ldots r_{2 n}\right)$, in terms of the same variables. But in virtue of these same integral equations, we may regard functions of $r_{1}, \ldots r_{2 n}$ as functions of $r_{1}$ and $r_{2}$ with the constants $c, \ldots h$. If therefore we write the equation in the form

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} d b=\frac{\dot{r}_{2}}{\frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)}} d r_{1}-\frac{\dot{r}_{1}}{\frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)}} d r_{2} \tag{77}
\end{equation*}
$$

the coefficients of $d r_{1}$ and $d r_{2}$ may be regarded as known functions of $r_{1}$ and $r_{2}$ with the constants $c, \ldots h$. The coefficient of $d b$ is by (73) a function of $b, \ldots h$. It is not indeed a known function of these quantities, but since $c, \ldots h$ are regarded as constant in the equation, we know that the first member must represent the differential of some function of $b, \ldots h$, for which we may write $b^{\prime}$. We have thus

$$
\begin{equation*}
d b^{\prime}=\frac{\dot{r}_{2}}{\frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)}} d r_{1}-\frac{\dot{r}_{1}}{\frac{d\left(r_{1}, \ldots h\right)}{d\left(r_{3}, \ldots r_{2 n}\right)}} d r_{2}, \tag{78}
\end{equation*}
$$

which may be integrated by quadratures and gives $b^{\prime}$ as functions of $r_{1}, r_{2}, \ldots c, \ldots h$, and thus as function of $r_{1}, \ldots r_{2 n}$.

This integration gives us the last of the arbitrary constants which are functions of the coördinates and momenta without the time. The final integration, which introduces the remain-
ing constant (a), is also a quadrature, since the equation to be integrated may be expressed in the form

$$
d t=F\left(r_{1}\right) d r_{1}
$$

Now, apart from any such considerations as have been adduced, if we limit ourselves to the changes which take place in time, we have identically

$$
\dot{r}_{2} d r_{1}-\dot{r}_{1} d r_{2}=0
$$

and $\dot{r}_{1}$ and $\dot{r}_{2}$ are given in terms of $r_{1}, \ldots r_{2 n}$ by the differential equations of motion. When we have obtained $2 n-2$ integral equations, we may regard $\dot{r}_{2}$ and $\dot{r}_{1}$ as known functions of $r_{1}$ and $r_{2}$. The only remaining difficulty is in integrating this equation. If the case is so simple as to present no difficulty, or if we have the skill or the good fortune to perceive that the multiplier

$$
\begin{equation*}
\frac{1}{\frac{d(c, \ldots h)}{d\left(r_{3}, \ldots r_{2 n}\right)}} \tag{79}
\end{equation*}
$$

or any other, will make the first member of the equation an exact differential, we have no need of the rather lengthy considerations which have been adduced. The utility of the principle of conservation of extension-in-phase is that it supplies a ' multiplier' which renders the equation integrable, and which it might be difficult or impossible to find otherwise.

It will be observed that the function represented by $b^{\prime}$ is a particular case of that represented by $b$. The system of arbitrary coustants $a, b^{\prime}, c \ldots h$ has certain properties notable for simplicity. If we write $b^{\prime}$ for $b$ in (77), and compare the result with (78), we get

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, b, c, \ldots h)}=1 . \tag{80}
\end{equation*}
$$

Therefore the multiple integral

$$
\begin{equation*}
\int \ldots \int d a d b^{\prime} d c \ldots d h \tag{81}
\end{equation*}
$$

taken within limits formed by phases regarded as contemporaneous represents the extension-in-phase within those limits.

The case is somewhat different when the forces are not determined by the coördinates alone, but are functions of the coorrdinates with the time. All the arbitrary constants of the integral equations must then be regarded in the general case as functions of $r_{1}, \ldots r_{2 n}$, and $t$. We cannot use the principle of conservation of extension-in-phase until we have made $2 n-1$ integrations. Let us suppose that the constants $b, \ldots h$ have been determined by integration in terms of $r_{1}, \ldots r_{2 n}$, and $t$, leaving a single constant ( $a$ ) to be thus determined. Our $2 n-1$ finite equations enable us to regard all the variables $r_{1}, \ldots r_{2 n}$ as functions of a single one, say $r_{1}$.

For constant values of $b, \ldots h$, we have

$$
\begin{equation*}
d r_{1}=\frac{d r_{1}}{d a} d a+\dot{r}_{1} d t \tag{82}
\end{equation*}
$$

Now

$$
\begin{aligned}
& \int \ldots \int \frac{d r_{1}}{d a} d a d r_{2} \ldots d r_{2 n}=\int \ldots \int d r_{1} \ldots d r_{2 n} \\
& \quad=\int \ldots \int \frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} d a \ldots d h \\
& =\int \ldots \int \frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} \frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)} d a d r_{2} \ldots d r_{2 n}
\end{aligned}
$$

where the limits of the integrals are formed by the same phases. We have therefore

$$
\begin{equation*}
\frac{d r_{1}}{d a}=\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} \frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)} \tag{83}
\end{equation*}
$$

by which equation (82) may be reduced to the form

$$
\begin{equation*}
\frac{d\left(r_{1}, \ldots r_{2 n}\right)}{d(a, \ldots h)} d a=\frac{1}{\frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)}} d r_{1}-\frac{\dot{r}_{1}}{\frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)}} d t \tag{84}
\end{equation*}
$$

Now we know by (71) that the coefficient of $d a$ is a function of $a, \ldots h$. Therefore, as $b, \ldots h$ are regarded as constant in the equation, the first number represents the differential
of a function of $a, \ldots h$, which we may denote by $a^{\prime}$. We have then

$$
\begin{equation*}
d a^{\prime}=\frac{1}{\frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)}} d r_{1}-\frac{\dot{r}_{1}^{\prime}}{\frac{d\left(b, \ldots h_{1}\right)}{d\left(r_{2}, \ldots r_{2 n}\right)}} d t \tag{5}
\end{equation*}
$$

which may be integrated by quadratures. In this case we may say that the principle of conservation of extension-inphase has supplied the 'multiplier'

$$
\begin{equation*}
\frac{1}{\frac{d(b, \ldots h)}{d\left(r_{2}, \ldots r_{2 n}\right)}} \tag{86}
\end{equation*}
$$

for the integration of the equation

$$
\begin{equation*}
d r_{1}-\dot{r}_{1} d t=0 \tag{87}
\end{equation*}
$$

The system of arbitrary constants $a^{\prime}, b, \ldots h$ has evidently the same properties which were noticed in regard to the system $a, b^{\prime}, \ldots h$.

## CHAPTER IV.

ON THE DISTRIBUTION IN PIIASE CALLED CANONICAL, IN WHICH THE INDEX OF PROBABILITY IS A LINEAR FUNCTION OF TIE ENERGY.

Let us now give our attention to the statistical equilibrium of ensembles of conservation systems, especially to those cases and properties which promise to throw light on the phenomena of thermodynamics.
The condition of statistical equilibrium may be expressed in the form*

$$
\begin{equation*}
\Sigma\left(\frac{d P}{d p_{1}} \dot{p}_{1}+\frac{d P}{d q_{1}} \dot{q}_{1}\right)=0, \tag{88}
\end{equation*}
$$

where $P$ is the coefficient of probability, or the quotient of the density-in-phase by the whole number of systems. To satisfy this condition, it is necessary and sufficient that $P$ should be a function of the $p$ 's and $q$ 's (the momenta and coördinates) which does not vary with the time in a moving system. In all cases which we are now considering, the energy, or any function of the energy, is such a function.

$$
P=\text { func. }(\epsilon)
$$

will therefore satisfy the equation, as indeed appears identically if we write it in the form

$$
\Sigma\left(\frac{d P}{d q_{1}} \frac{d \epsilon}{d p_{1}}-\frac{d P}{d p_{1}} \frac{d \epsilon}{d q_{1}}\right)=0
$$

There are, however, other conditions to which $P$ is subject, which are not so much conditions of statistical equilibrium, as conditions implicitly involved in the definition of the coeffi-

[^0]cient of probability, whether the case is one of equilibrium or not. These are: that $P$ should be single-valued, and neither negative nor imaginary for any phase, and that expressed by equation (46), viz.,
\[

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \iint^{\text {ald }} p d p_{1} \ldots d q_{n}=1 \tag{89}
\end{equation*}
$$

\]

These considerations exclude

$$
P=\varepsilon \times \text { constant }
$$

as well as

$$
P=\text { constant }
$$

as cases to be considered.
The distribution represented by

$$
\begin{equation*}
\eta=\log P=\frac{\psi-\epsilon}{\circledast}, \tag{90}
\end{equation*}
$$

or

$$
\begin{equation*}
P=e^{\frac{\psi-\varepsilon}{\theta}} \tag{91}
\end{equation*}
$$

where $\Theta$ and $\psi$ are constants, and $\Theta$ positive, seems to represent the most simple case conceivable, since it has the property that when the system consists of parts with separate energies, the laws of the distribution in phase of the separate parts are of the same nature, - a property which enormously simplifies the discussion, and is the foundation of extremely important relations to thermodynamics. The case is not rendered less simple by the divisor $\Theta$, (a quantity of the same dimensions as $\epsilon$,) but the reverse, since it makes the distribution independent of the units cmployed. The negative sign of $\epsilon$ is required by (89), which determines also the value of $\psi$ for any given $\Theta$, viz.,

$$
\begin{equation*}
e^{-\frac{\psi}{\Theta}}=\iint_{\text {phases }}^{\text {all }} \ldots \int e^{-\epsilon} d p_{1} \ldots d q_{n} \tag{92}
\end{equation*}
$$

When an ensemble of systems is distributed in phase in the manner described, i. e., when the index of probability is a
linear function of the energy, we shall say that the ensemble is canonically distributed, and shall call the divisor of the energy $(\Theta)$ the modulus of distribution.
The fractional part of an ensemble canonically distributed which lies within any given limits of phase is therefore represented by the multiple integral

$$
\begin{equation*}
\int \ldots e^{\frac{\psi-\epsilon}{\theta}} d p_{1} \ldots d q_{n} \tag{93}
\end{equation*}
$$

taken within those limits. We may express the same thing by saying that the multiple integral expresses the probability that an unspecified system of the ensemble ( $i$. e., one of which we only know that it belongs to the ensemble) falls within the given limits.

Since the value of a multiple integral of the form (23) (which we have called an extension-in-phase) bounded by any given phases is independent of the system of coördinates by which it is evaluated, the same must be true of the multiple integral in (92), as appears at once if we divide up this integral into parts so small that the exponential factor may be regarded as constant in each. The value of $\psi$ is therefore independent of the system of coördinates employed.

It is evident that $\psi$ might be defined as the energy for which the coefficient of probability of phase has the value unity. Since however this coefficient has the dimensions of the inverse nth power of the product of energy and time,* the energy represented by $\psi$ is not independent of the units of energy and time. But when these units have been chosen, the definition of $\psi$ will involve the same arbitrary constant as $\epsilon$, so that, while in any given case the numerical values of $\psi$ or $\varepsilon$ will be entirely indefinite until the zero of energy has also been fixed for the system considered, the difference $\psi-\epsilon$ will represent a perfectly definite amount of energy, which is entirely independent of the zero of energy which we may choose to adopt.

[^1]It is evident that the canonical distribution is entirely determined by the modulus (considered as a quantity of energy) and the nature of the system considered, since when equation (92) is satisfied the value of the multiple integral (93) is independent of the units and of the coürdinates employed, and of the zero chosen for the energy of the system.

In treating of the camonical distribution, we shall always suppose the multiple integral in equation (92) to have a finite value, as otherwise the coefficient of probability vanishes, and the law of distribution becomes illusory. This will exclude certain cases, but not such apparently, as will affect the value of our results with respect to their bearing on thermodynamics. It will exclude, for instance, cases in which the system or parts of it can be distributed in unlimited space (or in a space which has limits, but is still infinite in volume), while the energy remains beneath a finite limit. It also excludes many cases in which the energy can decrcase without limit, as when the system contains material points which attract one another inversely as the squares of their distances. Cases of material points attracting each other inversely as the distances would be excluded for some values of $\Theta$, and not for others. The investigation of such points is best left to the particular cases. For the purposes of a general discussion, it is sufficient to call attention to the assumption implicitly involved in the formula (92).*

The modulus $\Theta$ has properties analogous to those of temperature in thermodynamies. Let the system $A$ be defined as one of an ensemble of systems of $m$ degrees of freedom distributed in phase with a probability-coefficient

$$
e^{\frac{\psi_{A}-\epsilon_{A}}{\Theta}}
$$

* It will be observed that similar limitations exist in thermodynamics. In order that a mass of gas can be in thermodynamic equilibrium, it is necessary that it be enclosed. There is no thermodynamic equilibrium of a (finite) mass of gas in an infinite space. Again, that two attracting particles should be able to do an infinite amount of work in passing from one configuration (which is regarded as possible) to another, is a notion which, although perfectly intelligible in a mathematical formula, is quite foreign to our ordinary conceptions of mattcr.
and the system $B$ as one of an ensemble of systems of $n$ degrces of freedom distributed in phase with a probabilitycocfficient

$$
e^{\frac{\psi_{B}-\epsilon_{B}}{\theta}},
$$

which has the same modulus. Let $q_{1}, \ldots q_{m}, p_{1}, \ldots p_{m}$ be the coördinates and momenta of $A$, and $q_{m+1}, \ldots q_{m+n}, p_{m+1}, \ldots p_{m+n}$ those of $B$. Now we may regard the systems $A$ and $B$ as together forming a system $C$, having $m+n$ degrees of freedom, and the coördinates and momenta $q_{1}, \ldots q_{m+n}, p_{1}, \ldots p_{m+n}$. The probability that the phase of the system $C$, as thus defined, will fall within the limits

$$
d p_{1}, \ldots d p_{m+n}, d q_{1}, \ldots d q_{m+n}
$$

is evidently the product of the probabilities that the systems $A$ and $B$ will each fall within the specified limits, viz.,

$$
\begin{equation*}
e^{\frac{\psi_{A}+\psi_{B}-\epsilon_{A}-\epsilon_{B}}{\theta}} d p_{1} \ldots d p_{m+n} d q_{1} \ldots d q_{m+n} . \tag{94}
\end{equation*}
$$

We may therefore regard $C$ as an undetermined system of an ensemble distributed with the probability-coefficient

$$
\begin{equation*}
e^{\frac{\psi_{A}+\psi_{B}-\left(\epsilon_{A}+\epsilon_{B}\right)}{\theta}}, \tag{95}
\end{equation*}
$$

an ensemble which might be defined as formed by combining each system of the first ensemble with each of the second. But since $\epsilon_{A}+\epsilon_{B}$ is the energy of the whole system, and $\psi_{A}$ and $\psi_{B}$ are constants, the probability-cocfficient is of the general form which we are considering, and the ensemble to which it relates is in statistical equilibrium and is canonically distributed.

This result, however, so far as statistical equilibrium is concerned, is rather nugatory, since conceiving of separate systems as forming a single system does not create any interaction between them, and if the systems combined belong to ensembles in statistical equilibrium, to say that the ensemble formed by such combinations as we have supposed is in statistical equilibrium, is only to repeat the data in different
words. Let us therefore suppose that in forming the system $C$ we add certain forces acting between $A$ and $B$, and having the force-function - $\epsilon_{A B}$. The energy of the system $C$ is now $\epsilon_{A}+\epsilon_{B}+\epsilon_{A B}$, and an ensemble of such systems distributed with a density proportional to

$$
\begin{equation*}
e^{-\left(\epsilon_{A}+\epsilon_{B}+\epsilon_{A B}\right)} \Theta^{-} \tag{96}
\end{equation*}
$$

would be in statistical equilibrium. Comparing this with the probability-coefficient of $C$ given above (95), we see that if we suppose $\epsilon_{A B}$ (or rather the variable part of this term when we consider all possible configurations of the systems $A$ and $B$ ) to be infinitely small, the actual distribution in phase of $C$ will differ infinitely little from one of statistical equilibrium, which is equivalent to saying that its distribution in phase will vary infinitely little even in a time indefinitely prolonged.* The case would be entirely different if $A$ and $B$ belonged to ensembles having different moduli, say $\Theta_{A}$ and $\Theta_{B}$. The prob-ability-coefficient of $C$ would then be

$$
\begin{equation*}
e^{\frac{\psi_{A}-\epsilon_{A}}{\Theta_{A}}+\frac{\psi_{B}-\epsilon_{B}}{\Theta_{B}}}, \tag{97}
\end{equation*}
$$

which is not approximately proportional to any expression of the form (96).

Before proceeding farther in the investigation of the distribution in phase which we have called canonical, it will be interesting to see whether the properties with respect to

* It will be observed that the above condition relating to the forces which act between the different systems is entircly anulogous to that which must hold in the corrcsponding case in thermodynamics. The most simple test of the equality of temperature of two bodies is that they remain in equilibrium when brought into thermal contact. Direct thermal contact imples molecular forces acting between the bodies. Now the test will fail unless the energy of these forces can be neglected in comparison with the other energies of the bodies. Thus, in the case of energetic chemical attion between the bodies, or wheu the number of particles affected by the forces acting between the bodies is not negligible in comparison with the whole number of particles (as when the bodies have the form of exceedingly thin wheets), the contact of bodies of the sane temperature may produce considerable thermal disturbance, and thus fail to afford a reliable critcrion of the equality of temperature.
statistical equilibrium which have been described are peculiar to it, or whether other distributions may have analogous properties.

Let $\eta^{\prime}$ and $\eta^{\prime \prime}$ be the indices of probability in two independent ensembles which are each in statistical equilibrium, then $\eta^{\prime}+\eta^{\prime \prime}$ will be the index in the ensemble obtained by combining each system of the first ensemble with each system of the second. This third ensemble will of course be in statistical equilibrium, and the function of phase $\eta^{\prime}+\eta^{\prime \prime}$ will be a constant of motion. Now when infinitesimal forces are added to the compound systems, if $\eta^{\prime}+\eta^{\prime \prime}$ or a function differing infinitesimally from this is still a constant of motion, it must be on account of the nature of the forces added, or if their action is not entirely specified, on account of conditions to which they are subject. Thus, in the case already considered, $\eta^{\prime}+\eta^{\prime \prime}$ is a function of the energy of the compound system, and the infinitesimal forces added are subject to the law of conservation of energy.

Another natural supposition in regard to the added forces is that they should be such as not to affect the moments of momentum of the compound system. To get a case in which moments of momentum of the compound system shall be constants of motion, we may imagine material particles contained in two concentric spherical shells, being prevented from passing the surfaces bounding the shells by repulsions acting always in lines passing through the common centre of the shells. Then, if there are no forces acting between particles in different shells, the mass of particles in each shell will lave, besides its energy, the moments of momentum about three axes through the centre as constants of motion.

Now let us imagine an ensemble formed by distributing in phase the system of particles in one shell according to the index of probability

$$
\begin{equation*}
A-\frac{\epsilon}{\Theta}+\frac{\omega_{1}}{\Omega_{1}}+\frac{\omega_{2}}{\Omega_{2}}+\frac{\omega_{3}}{\Omega_{3}}, \tag{98}
\end{equation*}
$$

where $\epsilon$ denotes the energy of the system, and $\omega_{1}, \omega_{2}, \omega_{3}$, its three moments of momentum, and the other letters constants.

In like manner let us imagine a second ensemble formed by distributing in phase the system of particles in the other shell according to the index

$$
\begin{equation*}
A^{\prime}-\frac{\epsilon^{\prime}}{\Theta}+\frac{\omega_{1}^{\prime}}{\Omega_{1}}+\frac{\omega_{2}^{\prime}}{\Omega_{2}}+\frac{\omega_{3}^{\prime}}{\Omega_{3}}, \tag{99}
\end{equation*}
$$

where the letters have similar significations, and $\Theta, \Omega_{1}, \Omega_{2}, \Omega_{3}$ the same values as in the preceding formula. Each of the two ensembles will evidently be in statistical equilibrium, and therefore also the ensemble of compound systems obtained by combining each system of the first ensemble with each of the secoud. In this third ensemble the index of probability will be

$$
\begin{equation*}
A+A^{\prime}-\frac{\epsilon+\epsilon^{\prime}}{\Theta}+\frac{\omega_{1}+\omega_{1}^{\prime}}{\Omega_{1}}+\frac{\omega_{2}+\omega_{2}^{\prime}}{\Omega_{2}}+\frac{\omega_{3}+\omega_{3}^{\prime}}{\Omega_{3}} \tag{100}
\end{equation*}
$$

where the four numerators represent functions of phase which are constants of motion for the compound systems.

Now if we add in each system of this third ensemble infinitesimal conservative forces of attraction or repulsion between particles in different shells, determined by the same law for all the systems, the functions $\omega_{1}+\omega^{\prime}, \omega_{2}+\omega_{2}{ }^{\prime}$, and $\omega_{3}+\omega_{3}{ }^{\prime}$ will remain constants of motion, and a function differing infinitely little from $\epsilon_{1}+\epsilon^{\prime}$ will be a constant of motion. It would therefore require only an infinitesimal change in the distribution in phase of the ensemble of compound systems to make it a case of statistical equilibrium. These properties are entirely analogous to those of canonical ensembles.*

Again, if the relations between the forces and the coorrdinates can be expressed by linear equations, there will be certain " normal" types of vibration of which the actual motion may be regarded as composed, and the whole energy may be divided

* It would not be possible to omit the term relating to energy in the above indices, since without this term the condition expressed by equation ( 89 ) cannot be satisfied.

The consideration of the above case of statistical equilibrium may be made the foundation of the theory of the thermodynamic equilibrium of rotating bodies, - a subject which has been treated by Maxwell in his memoir "On Boltzmam's theorem on the average distribution of energy in a system of material points." Cambr. Phil. Trans., vol. XII, p. 547, (1878).
into parts relating separately to vibrations of these different types. These partial energies will be constants of motion, and if such a system is distributed according to an index which is any function of the partial encrgies, the cnsemble will be in statistical cquilibrium. Let the index be a linear function of the partial energies, say

$$
\begin{equation*}
A-\frac{\epsilon_{1}}{\omega_{1}} \ldots-\frac{\epsilon_{n}}{\omega_{n}} \tag{101}
\end{equation*}
$$

Let us suppose that we have also a second ensemble composed of systems in which the forces are linear functions of the coördinates, and distributed in phase according to an index which is a linear function of the partial energies rclating to the normal types of vibration, say

$$
\begin{equation*}
A^{\prime}-\frac{\epsilon_{1}^{\prime}}{\Theta_{1}^{\prime}} \ldots-\frac{\epsilon_{m}^{\prime}}{\Theta_{m}^{\prime}} \tag{102}
\end{equation*}
$$

Since the two ensembles are both in statistical equilibrium, the ensemble formed by combining cach system of the first with each system of the second will also be in statistical equilibrium. Its distribution in phase will be represented by the index

$$
\begin{equation*}
A+A^{\prime}-\frac{\epsilon_{1}}{\Theta_{1}} \ldots-\frac{\epsilon_{n}}{\Theta_{n}}-\frac{\epsilon_{1}^{\prime}}{\Theta_{1}^{\prime}} \ldots-\frac{\epsilon_{m}^{\prime}}{\Theta_{n}^{\prime}} \tag{103}
\end{equation*}
$$

and the partial energies represented by the numerators in the formula will be constants of motion of the compound systems which form this third ensemble.

Now if we add to these compound systems infinitesimal forces acting between the component systems and subject to the same general law as those already existing, viz., that they are conservative and linear functions of the coorrdinates, there will still be $n+m$ types of normal vibration, and $n+m$ partial energies which are independent constants of motion. If all the original $n+m$ normal types of vibration have different periods, the new types of normal vibration will differ infinitesimally from the old, and the new partial energies, which are constants of motion, will be nearly the same functions of phase as the old. Therefore the distribution in phase of the
ensemble of compound systems after the addition of the supposed infinitesimal forces will differ infinitesinally from one which would be in statistical equilibrium.

The case is not so simple when some of the normal types of motion have the same periods. In this case the addition of infinitesimal forces may completely change the normal types of motion. But the sum of the partial energies for all the original types of vibration which lave any same period, will be nearly identical (as a function of phase, $i$. $e$., of the cö̈rdinates and momenta, ) with the sum of the partial energies for the normal types of vibration which have the same, or nearly the same, period after the addition of the new forces. If, therefore, the partial energies in the indices of the first two ensembles (101) and (102) which relate to types of vibration having the same periods, have the same divisors, the same will be true of the index (103) of the ensemble of compound systems, and the distribution represented will differ infinitesimally from onc which would he in statistical equilibsium after the addition of the new forces.*

The same would be true if in the indices of each of the original cuscmbles we should substitute for the term or terms relating to any period which does not occur in the other ensemble, any function of the total energy rclated to that period, subject only to the general limitation expressed by equation (89). But in order that the ensemble of compound systems (with the added forces) shall always be approximately in statistical equilibrium, it is necessary that the indices of the original ensembles should be linear functions of those partial energies which relate to vibrations of periods common to the two ensembles, and that the coefficients of such partial energies should be the same in the two indices. $\dagger$

[^2]The properties of canonically distributed enscmbles of systems with respect to the equilibrium of the new ensembles which may be formed by combining eath system of one cursemble with each system of another, are therefore not peculiar to then in the sense that analogous properties do not belong to some other distributions under special limitations in regarl to the systems and furces considered. Yet the canonical distribution evidently constitutes the most simple ease of the kind, and that for which the relations described loold with the least restrictions.

Returning to the case of the canonical distribution, we shall find other analogies with thermolynamic systems, if we suppose, as in the preceding chapters,* that the potential energy ( $\epsilon_{q}$ ) depends not only upon the coördinates $q_{1} \ldots q_{n}$ which determine the configuration of the system, but also upon certain coörclinates $a_{1}, a_{2}$, etc. of bodies which we call external, meaning by this simply that they are not to be regarded as forming any part of the system, although their positions affect the forces which act on the system. The forces exerted by the system upon these external bodies will be represented by $-d \epsilon_{q} / d a_{1},-d \epsilon_{q} / d \alpha_{2}$, etc., while $-d \epsilon_{q} / d \epsilon_{1}$, $\ldots-d \epsilon_{q} / d q_{n}$ represent all the forces acting upon the bodies of the system, including those which depend upon the position of the external bodies, as well as those which depend only upon the configuration of the system itself. It will be understood that $\epsilon_{p}$ depends only upon $q_{1}, \ldots q_{n}, p_{1}, \ldots p_{n}$, in other words, that the kinetic energy of the bodies which we call cxternal forms no part of the kinetic energy of the system. It follows that we may write

$$
\begin{equation*}
\frac{d \epsilon}{d a_{1}}=\frac{d \varepsilon_{q}}{d a_{1}}=-A_{1} \tag{104}
\end{equation*}
$$

although a similar equation would not hold for differentiations relative to the internal coördinates.
the periods are the same they must be distributed canonically with same modulus in order that the compound ensemble with additional forces may be in statistical equilibrium.

* See especially Chapter I, p. 4.

We always suppose these external coobrdinates to have the same values for all systems of any ensomble. In the case of a canonical distribution, i.e., when the index of probatility of phase is a linear function of the energy, it is evident that the values of the external coördinates will affect the distribution, since they affect the energy. In the equation

$$
\begin{equation*}
e^{-\frac{\psi}{\theta}}=\iint_{\text {раases }}^{\text {all }} \int e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n}, \tag{105}
\end{equation*}
$$

by which $\psi$ may be determined, the external coördinates, $a_{1}$, $a_{2}$, etc., contained implicitly in $\epsilon$, as well as $\Theta$, are to be regarded as constant in the integrations indicated. The equation indicates that $\psi$ is a function of these constants. If we imagine their valucs varied, and the ensemble distributed canonically according to their now valucs, we have by differentiation of the equation

$$
\begin{gather*}
\left.e^{-\frac{\psi}{\Theta}(-1} d \psi+\frac{\psi}{\Theta^{2}} d \Theta\right)=\frac{1}{\Theta^{2}} d \Theta \int_{\text {phases }}^{\text {all }} \ldots \int \epsilon e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \\
\\
-\frac{1}{\Theta} d a_{1} \int_{\text {phases }}^{\text {all }} \ldots \int \frac{d \epsilon}{d a_{1}} e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n}  \tag{106}\\
\\
-\frac{1}{\Theta} d a_{2} \int_{\text {phases }}^{\text {all }} \ldots \int \frac{d \epsilon}{d a_{2}} e^{-\epsilon} d p_{1} \ldots d q_{n}-\text { etc., }
\end{gather*}
$$

or, multiplying by © $e^{\frac{\varphi}{\Theta}}$, and setting

$$
\begin{align*}
- & \frac{d \epsilon}{d a_{1}}=A_{1}, \quad-\frac{d \epsilon}{d a_{2}}=A_{2}, \text { etc., } \\
-d \psi+\frac{\psi}{\Theta} d \Theta= & \frac{1}{\Theta} d \Theta \int_{\text {phases }}^{\text {all }} \ldots \int e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \\
& +d a_{1} \int_{\text {phases }}^{\text {all }} \ldots \int_{1} e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \\
& +d a_{2} \int_{\text {phases }}^{\text {all }} \ldots \int A_{2} e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n}+\text { etc. } \tag{107}
\end{align*}
$$

Now the average value in the ensemble of any quantity (which we shall denote in general by a horizontal line above the proper symbol) is decermined by the equation

$$
\begin{equation*}
\bar{u}=\int_{\text {phases }}^{\text {all }} \cdots \int_{u e^{\psi \cdot \epsilon} \Theta^{母}} d p_{1} \ldots d q_{n} . \tag{108}
\end{equation*}
$$

Comparing this with the preceding equation, we have

$$
\begin{equation*}
d \psi=\frac{\psi}{\Theta} d \Theta-\frac{\bar{\epsilon}}{\Theta} d \Theta-\bar{A}_{1} d a_{1}-\bar{A}_{2} d a_{2}-\text { etc. } \tag{109}
\end{equation*}
$$

Or, since

$$
\begin{equation*}
\frac{\psi-\epsilon}{\Theta}=\eta \tag{110}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\psi-\bar{\epsilon}}{\Theta}=\bar{\eta} \tag{111}
\end{equation*}
$$

$$
\begin{equation*}
d \psi=\bar{\eta} d \Theta-\bar{A}_{1} d a_{1}-\bar{A}_{2} d a_{2}-\text { etc. } \tag{112}
\end{equation*}
$$

Moreover, since (111) gives

$$
\begin{equation*}
d \psi-\overline{d \bar{\epsilon}}=\Theta \bar{\eta}+\bar{\eta} d \Theta \tag{113}
\end{equation*}
$$

we have also

$$
\begin{equation*}
\overline{d \bar{\epsilon}}=-\Theta d \bar{\eta}-\bar{A}_{1} d a_{1}-\overline{A_{2}} d a_{2}-\text { etc. } \tag{114}
\end{equation*}
$$

This equation, if we neglect the sign of averages, is identical in form with the thermodynamic equation

$$
\begin{equation*}
d_{\eta}=\frac{d \epsilon+A_{1} d a_{1}+A_{2} d a_{2}+\text { etc. }}{T} \tag{115}
\end{equation*}
$$

or

$$
\begin{equation*}
d \epsilon=T d \eta-A_{1} d a_{1}-A_{2} d a_{2}-\text { etc. } \tag{116}
\end{equation*}
$$

which expresses the relation between the energy, temperature, and entropy of a body in thermodynamic equilibrinm, and the forces which it exerts on external bodies, - a relation which is the mathematical expression of the second law of thermodynamics for reversible ehanges. The modulus in the statistical cquation corresponds to temperature in the thermodynamic equation, and the average index of probability with its sign reversed corresponds to entropy. But in the thermodynamic equation the entropy ( $\eta$ ) is a quantity which is'
only defined by the equation itself, and incompletely defined in that the equation only determines its differential, and the constant of integration is artitrary. On the other larnd, the $\bar{\eta}$ in the statistical equation has been completely defined as the average value in a eanonical enscmble of systems of the logarithm of the cocfficient of probability of phasc.

We may also compare equation (112) with the thermodynamic equation

$$
\begin{equation*}
\psi=-\eta d T-A_{1} d a_{1}-A_{2} d a_{2}-\text { etc. } \tag{117}
\end{equation*}
$$

where $\psi$ represents the function obtained by sultracting the product of the temperature and entropy from the energy.
How far, or in what sense, the similarity of these equations constitutes any demonstration of the thermodynamic equations, or accounts for the behavior of material systems, as deseribed in the theorems of thermodynamies, is a question of which we shall postpone the eonsideration until we have further investigated the properties of an ensemble of systems distributed in phase according to the law which we are considering. The analogies which have been pointed out will at least supply the motive for this investigation, which will naturally commence with the determination of the average values in the ensemble of the most important quantities relating to the systems, and to the distribution of the ensemble with * respect to the different values of these quantities.

## CHAPTER V.

## AVERAGE VALUES IN A CANONICAL ENSEMBLE OF SYSTEMS.

In the simple but important case of a system of material points, if we use rectangular coördinates, we have for the product of the differentials of the coördinates

$$
d x_{1} d y_{1} d z_{1} \ldots d x_{\nu} d y_{v} d z_{v}
$$

and for the product of the differentials of the momenta

$$
m_{1} d \dot{x_{1}} m_{1} d \dot{d} \dot{y}_{1} m_{1} d \dot{z}_{1} \ldots m_{\nu} d \dot{x}_{v} m_{\nu} d \dot{y}_{\nu} m_{\nu} d \dot{z}_{\nu} .
$$

The product of these expressions, which represents an element of extension-in-phase, may be briefly written

$$
m_{1} d \dot{x_{1}} \ldots m_{\nu} d \dot{z}_{\nu} d x_{1} \ldots d z_{\nu}
$$

and the integral

$$
\begin{equation*}
\int \ldots \int e^{\frac{\psi-\epsilon}{\theta}} m_{1} d \dot{x}_{1} \ldots m_{\nu} d \dot{z}_{\nu} d x_{1} \ldots d z_{\nu} \tag{118}
\end{equation*}
$$

will represent the probability that a system taken at random from an ensemble canonically distributed will fall within any given limits of phase.

In this case

$$
\begin{equation*}
\epsilon=\epsilon_{q}+\frac{1}{2} m_{1} \dot{x}_{1}{ }^{2} \ldots+\frac{1}{2} m_{\nu} \dot{z}_{\nu}{ }^{2}, \tag{119}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{\frac{\psi-\epsilon}{\theta}}=e^{\frac{\psi-\varepsilon_{q}}{\Theta}} e^{-\frac{m_{1} \dot{x}_{1}^{2}}{2 \theta}} \cdots e^{-\frac{m_{\nu} \dot{z}_{\nu}^{2}}{2 \theta}} . \tag{120}
\end{equation*}
$$

The potential energy $\left(\epsilon_{q}\right)$ is independent of the velocities, and if the limits of integration for the coördinates are independent of the velocities, and the limits of the several velocities are independent of each other as well as of the coördinates,
the multiple integral may be resolved into the product of integrals
$\int \cdots \int e^{\frac{\psi-\epsilon_{q}}{\theta}} d x_{1} \ldots d z_{\nu} \int e^{-\frac{m_{1} \dot{x}_{1}{ }^{2}}{2 \theta}} m_{1} d \dot{x_{1}} \ldots \int e^{-\frac{m_{v} \dot{\dot{x}}_{v}^{2}}{2 \theta}} m_{\nu} d \dot{z_{\nu}}$,
This shows that the probability that the configuration lies within any given limits is independent of the velocities, and that the probability that any component velocity lies within any given limits is independent of the other component velocities and of the configuration.

Since

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-\frac{m_{1} \dot{x}_{2}^{2}}{2 \Theta}} m_{1} d \dot{x}_{1}=\sqrt{2 \pi m_{1} \Theta} \tag{122}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{1}{2} m_{1} \dot{x}_{1}^{2} e^{-\frac{m_{1} \dot{x}_{1}^{2}}{z}} m_{1} d \dot{x}_{1}=\sqrt{\frac{1}{2} \pi m_{1} \Theta^{2}} \tag{123}
\end{equation*}
$$

the average valuc of the part of the kinetic energy duc to the velocity $\dot{x}_{1}$, which is expressed by the quotient of these integrals, is $\frac{1}{2} \Theta$. This is true whether the average is taken for the whole ensemble or for any particular configuration, whether it is taken without reference to the other component velocities, or only those systems are considered in which the other component velocities have particular values or lie within specified limits.

The number of coordinates is $3 \nu$ or $n$. We have, therefore, for the average value of the kinctic energy of a system

$$
\begin{equation*}
\bar{\epsilon}_{p}=\frac{3}{2} v \Theta=\frac{1}{2} n \Theta . \tag{124}
\end{equation*}
$$

This is equally true whether we take the average for the whole ensemble, or limit the average to a single configuration.

The distribution of the systems with respect to their component velocities follows the 'law of errors'; the probability that the value of any component velocity lies within any given limits being represented by the value of the corresponding integral in (121) for those limits, divided by $(2 \pi m \Theta)^{\frac{1}{2}}$,
whieh is the value of the same integral for infinite limits. Thus the probability that the value of $x_{1}$ lies between any given limits is expressed by

$$
\begin{equation*}
\left(\frac{m_{1}}{2 \pi \epsilon}\right)^{\frac{1}{2}} \int e^{-\frac{m_{1} \dot{x}_{1}^{2}}{2 \theta}} d \dot{x}_{1} \tag{125}
\end{equation*}
$$

The expression becomes more simple when the velocity is expressed with reference to the energy involved. If we set

$$
s=\left(\frac{m_{1}}{2 \Theta}\right)^{\frac{1}{2}} \dot{x}_{1}
$$

the probability that $s$ lies between any given limits is expressed by

$$
\begin{equation*}
\frac{1}{\sqrt{\pi}} \int e^{-s^{2}} d s \tag{126}
\end{equation*}
$$

Here $s$ is the ratio of the eomponent velocity to that which would give the energy $\Theta$; in other words, $s^{2}$ is the quotient of the energy due to the component velocity divided by $\Theta$. The distribution with respect to the partial energies due to the component velocities is therefore the same for all the component veloeities.

The probability that the configuration lies within any given limits is expressed by the value of

$$
\begin{equation*}
M^{\frac{\frac{\pi}{2}}{2}}(2 \pi \Theta)^{\frac{3 \nu}{2}} \int \ldots \int e^{\frac{\psi \epsilon_{2}}{\theta}} d x_{1} \ldots d z_{\nu} \tag{127}
\end{equation*}
$$

for those limits, where $M$ denotes the product of all the masses. This is derived from (121) by substitution of the values of the integrals relating to velocities taken for infinite limits.

Very similar results may be obtained in the general case of a eonservative system of $n$ degrees of freedom. Sinee $\epsilon_{p}$ is a homogeneous quadratie funetion of the $p$ 's, it may be divided into parts by the formula

$$
\begin{equation*}
\boldsymbol{\epsilon}_{p}=\frac{1}{2} p_{1} \frac{d \epsilon_{p}}{d p_{1}} \cdots+\frac{1}{2} p_{n} \frac{d \epsilon_{p}}{d p_{n}} \tag{128}
\end{equation*}
$$

where $\epsilon$ might be written for $\epsilon_{p}$ in the differential coefficients without affecting the signification. The average value of the first of these parts, for any given configuration, is expressed by the quotient

$$
\begin{equation*}
\frac{\int_{-\infty}^{+\infty} \cdot \int_{-\infty}^{+\infty}{ }_{-\infty}^{\frac{1}{2} p_{1}} \frac{d \epsilon}{d p_{1}} e^{\psi \epsilon} d p_{1} \ldots d p_{n}}{\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d p_{n}} \tag{129}
\end{equation*}
$$

Now we have by integration by parts

$$
\begin{equation*}
\int_{-\infty}^{+\infty} p_{1} e^{\frac{\psi-\epsilon}{\theta}} \frac{d \epsilon}{d p_{1}} d p_{1}=\Theta \int_{-\infty}^{+\infty} e^{\frac{\psi-\epsilon}{\theta}} d p_{1} \tag{130}
\end{equation*}
$$

By substitution of this value, the above quotient reduces to $\frac{\Theta}{2}$, which is therefore the average value of $\frac{1}{2} p_{1} \frac{d \epsilon}{d p_{1}}$ for the given configuration. Since this value is independent of the configuration, it must also be the average for the whole ensemble, as might easily be proved directly. (To make the preceding proof apply directly to the whole ensemble, we have only to write $d p_{1} \ldots d q_{n}$ for $d p_{1} \ldots d p_{n}$ in the multiple integrals.) This gives $\frac{1}{2} n \Theta$ for the average value of the whole kinetic energy for any given configuration, or for the whole ensemble, as has already been proved in the case of material points.
The mechanical significance of the several parts into which the kinetic energy is divided in equation (128) will be apparent if we imagine that by the application of suitable forces (different from those derived from $\epsilon_{q}$ and so much greater that the latter may be neglected in comparison) the system was brought from rest to the state of motion considered, so rapidly that the configuration was not sensibly altered during the process, and in such a manncr also that the ratios of the component velocities were constant in the process. If we write

$$
F_{1} d q_{1} \ldots+F_{n} d q_{n}
$$

for the moment of these fores, we have for the period of their action by equation (3)

$$
\dot{p_{1}}=-\frac{d \epsilon_{p}}{d q_{1}}-\frac{d \epsilon_{q}}{d q_{1}}+F_{1}=-\frac{d \epsilon}{d q_{1}}+F_{1}
$$

The work done by the force $F_{1}$ may be evaluated as follows:

$$
\int F_{1} d_{11}=\int \dot{p}_{1} d q_{1}+\int \frac{d \epsilon}{d q_{1}} d q_{1}
$$

where the last term may be cancelled because the configuration does not vary sensibly during the application of the forces. (It will be observed that the other terms contain factors which increase as the time of the action of the forces is diminished.) We have therefore,

$$
\begin{equation*}
\int F_{1} d q_{1}=\int \dot{p}_{1} \dot{q}_{1} d t=\int \dot{q}_{1} d p=\frac{\dot{q}_{1}}{p_{1}} \int p_{1} d p_{1} . \tag{131}
\end{equation*}
$$

For since the $p$ 's are linear functions of the $\dot{q}$ 's (with coefficients involving the $q$ 's) the supposed constancy of the $q$ 's and of the ratios of the $\dot{q}$ 's will make the ratio $\dot{q}_{1} / p_{1}$ constant. The last integral is evidently to be taken between the limits zero and the value of $p_{1}$ in the phase originally considered, and the quantities before the integral sign may be taken as relating to that phase. We have therefore

$$
\begin{equation*}
\int F_{1} d q_{1}=\frac{1}{2} p_{1} \dot{q}_{1}=\frac{1}{3} p_{1} \frac{d \epsilon}{d \dot{p}_{1}} . \tag{132}
\end{equation*}
$$

That is: the several parts into which the kinetic energy is divided in equation (128) represent the amounts of energy communicated to the system by the several forces $F_{1}, \ldots F_{n}$ under the conditions mentioned.

The following transformation will not only give the value of the average kinetic energy, but will also serve to separate the distribution of the ensemble in configuration from its distribution in velocity.

Since $2 \epsilon_{p}$ is a homogeneous quadratic function of the $p$ 's, which is incapable of a negative value, it can always be expressed (and in more than one way) as a sum of squares of
lincar functions of the $p$ 's.* The coefficients in these linear functions, like those in the quadratic function, must le regarded in the general case as functions of the $q$ 's. Let

$$
\begin{equation*}
2 \epsilon_{p}=u_{1}^{2}+u_{2}^{2} \ldots+u_{n}^{2} \tag{133}
\end{equation*}
$$

where $u_{1} \ldots u_{n}$ are such linear functions of the $p$ 's. If we write

$$
\frac{d\left(p_{1} \ldots p_{n}\right)}{d\left(u_{1} \ldots u_{n}\right)}
$$

for the Jacobian or determinant of the differential coefficients of the form $d p / d u$, we may substitute
for

$$
\frac{d\left(p_{1} \ldots p_{n}\right)}{d\left(u_{1} \ldots u_{n}\right)} d u_{1} \ldots d u_{n}
$$

under the multiple integral sign in any of our formula. It will be observed that this determinant is function of the $q$ 's alone. The sign of such a determinant depends on the relative order of the variables in the numerator and denominator. But since the suffixes of the $u$ 's are only used to distinguish these functions from one another, and no especial relation is supposed between a $p$ and a $u$ which have the same sulfix, we may evidently, without loss of generality, suppose the sulfixes so applied that the determinant is positive.

Since the $u$ 's are linear functions of the $p$ 's, when the integrations are to cover all values of the $p$ 's (for constant $q$ 's) once and only once, they must cover all values of the $u$ 's once and only once, and the limits will be $\pm \infty$ for all the $u$ 's. Without the supposition of the last paragraph the upper limits would not always be $+\infty$, as is evident on considering the effect of changing the sign of a $u$. But with the supposition which we have made (that the determinant is always positive) we may make the upper limits $+\infty$ and the lower $-\infty$ for all the $u$ 's. Analogous considerations will apply where the integrations do not cover all values of the $p$ 's and therefore of

* The reduction requires only the repeated application of the process of 'completing the square' used in the solution of quadratic equations.
the $u$ 's. The integrals may always be taken from a less to a greater value of a $u$.

The general integral whieh expresses the fractional part of the ensemble which falls within any given limits of phase is thus reduced to the form
$\int \ldots \int e^{\frac{\psi \cdot \epsilon_{7}}{\theta}} \frac{d\left(p_{1} \ldots p_{n}\right)}{d\left(u_{1} \ldots u_{n}\right)} e^{-\frac{u_{1}{ }^{2} \ldots u_{n}^{2}}{2 \boldsymbol{\theta}}} d u_{1} \ldots d u_{n} d q_{1} \ldots d q_{n} \cdot$ (134)
For the average value of the part of the kinetic energy which is represented by $\frac{1}{2} u_{1}^{2}$, whether the average is taken for the whole ensemble, or for a given eonfiguration, we have therefore

$$
\begin{equation*}
\frac{1}{2} \bar{u}_{1}^{2}=\frac{\int_{-\infty}^{+\infty} \frac{1}{2} u_{1}^{2} e^{-\frac{u_{1}^{2}}{2 \theta}} d u_{1}}{\int_{-\infty}^{+\infty} e^{-u_{1}^{2}} d u_{1}}=\frac{\left(\frac{1}{2} \pi \Theta^{8}\right)^{\frac{1}{2}}}{(2 \pi \Theta)^{\frac{1}{2}}}=\frac{\Theta}{2} \tag{135}
\end{equation*}
$$

and for the average of the whole kinetie energy, $\frac{1}{2} n \Theta$, as before.

The fractional part of the ensemble which lies within any given limits of configuration, is found by integrating (134) with respect to the $u$ 's from $-\infty$ to $+\infty$. This gives

$$
\begin{equation*}
\left(2 \pi()^{\frac{n}{2}} \int \ldots \int e^{\frac{\psi-\epsilon_{7}}{\Theta}} \frac{d\left(p_{1} \ldots p_{n}\right)}{d\left(u_{1} \ldots u_{n}\right)} d q_{1} \ldots d q_{n}\right. \tag{136}
\end{equation*}
$$

whieh shows that the value of the Jaeobian is independent of the manner in whieh $2 \epsilon_{p}$ is divided into a sum of squares. We may verify this directly, and at the same time obtain a more convenient expression for the Jacobian, as follows.

It will be observed that since the $u$ 's are linear functions of the $p$ 's, and the $p$ 's linear functions of the $\dot{q}$ 's, the $u$ 's will be linear funetions of the $\dot{q}$ 's, so that a differential eoefficient of the form $d u / d \dot{q}$ will be independent of the $\dot{q}$ s, and funetion of the $q$ 's alone. Let us write $d p_{x} / d u_{y}$ for the general element of the Jacobian determinant. We have

$$
\begin{align*}
\frac{d p_{x}}{d u_{y}} & =\frac{d}{d u_{y}} \frac{d \epsilon}{d \dot{q_{x}}}=\frac{d}{d u_{y}} \sum_{r=1}^{r=n} \frac{d \epsilon}{d u_{r}} \frac{d u_{r}}{d \dot{\dot{q}_{x}}} \\
& =\sum_{r=1}^{r=n}\left(\frac{d^{3} \epsilon}{d u_{y} d u_{r}} \frac{d u_{r}}{d \dot{q}_{x}}\right)=\frac{d}{d \dot{\dot{q}_{x}}} \frac{d \epsilon}{d u_{y}}=\frac{d u_{y}}{d \dot{q_{x}}} \tag{137}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\frac{d\left(p, \ldots p_{n}\right)}{d\left(u, \ldots u_{n}\right)}=\frac{d\left(u, \ldots u_{n}\right)}{d\left(\dot{q}, \ldots \dot{q}_{n}\right)} \tag{138}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{d\left(p, \ldots p_{n}\right)}{d\left(u, \ldots u_{n}\right)}\right)^{2}=\left(\frac{d\left(u, \ldots u_{n}\right)}{d\left(\dot{q}, \ldots \dot{q}_{n}\right)}\right)^{2}=\frac{d\left(p, \ldots p_{n}\right)}{d\left(\dot{q}, \ldots \dot{q}_{n}\right)} \tag{139}
\end{equation*}
$$

These determinants are all functions of the $q$ 's alone.* The last is evidently the Hessian or determinant formed of the second differential coefficients of the kinetic energy with respect to $\dot{q}_{1}, \ldots \dot{q}_{n}$. We shall denote it by $\Delta_{\dot{q}}$. The reciprocal determinant

$$
\frac{d\left(\dot{q}_{1} \ldots \dot{q}_{n}\right)}{d\left(p_{1} \ldots p_{n}\right)},
$$

which is the Hessian of the kinetic energy regarded as function of the $p$ 's, we shall denote by $\Delta_{p}$.
If we set

$$
\begin{align*}
e^{-\frac{\psi_{p}}{\theta}} & =\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{-\frac{\epsilon_{p}}{\theta}} \Delta_{p}^{\frac{3}{2}} d p, \ldots d p_{n} \\
& =\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{\frac{-u_{1}^{2} \cdots-u_{n}^{2}}{2 \theta}} d u_{1} \ldots d u_{n}=(2 \pi \Theta)^{\frac{n}{2}} \tag{140}
\end{align*}
$$

and

$$
\begin{equation*}
\psi_{q}=\psi-\psi_{p} \tag{141}
\end{equation*}
$$

* It will be observed that the proof of (137) depends on the linear relation between the $u$ 's and $\dot{q}$ 's, which makes $\frac{d u_{r}}{d \dot{q}_{x}}$ constant with respect to the differentiations here considered. Compare note on p. 12.
the fractional part of the ensemble which lies within any given limits of configuration (136) may be written

$$
\begin{equation*}
\int \cdots \int e^{\frac{\psi_{q}-\epsilon_{q}}{\theta}} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n}, \tag{142}
\end{equation*}
$$

where the constant $\psi_{q}$ may be determined by the condition that the integral extended over all configurations has the value unity.*

* In the simple but important case in which $\Delta_{\dot{q}}$ is independent of the $\eta$ 's, and $\epsilon_{q}$ a quadratic function of the $q$ 's, if we write $\epsilon_{a}$ for the least value of $\epsilon_{q}$ (or of $\epsilon$ ) consistent with the given values of the external coördinates, the equation determining $\psi_{q}$ may be written

$$
e^{\frac{e_{a}-\psi_{q}}{\Theta}}=\Delta_{q}^{\frac{1}{2}} \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty}-\frac{\left(\epsilon_{q}-\mathbf{\epsilon}_{a}\right)}{\Theta} d q_{1} \ldots d q_{n}
$$

If we denote by $q_{1}^{\prime}, \ldots q_{n}^{\prime}$ the values of $q_{1}, \ldots q_{n}$ which give $\epsilon_{q}$ its least value $\epsilon_{a}$, it is evident that $\epsilon_{q}-\epsilon_{a}$ is a homogenous quadratic function of the differences $q_{1}-q_{1}^{\prime}$, ctc., and that $d q_{1}, \ldots d q_{n}$ may be regarded as the differentials of these differences. The cyaluation of this integral is therefore analytically similar to that of the integral

$$
\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} e^{-\frac{\varepsilon_{p}}{\Theta}} d p_{1} \ldots d p_{n}
$$

for which we have found the value $\Delta_{p}{ }^{-\frac{1}{2}}(2 \pi \theta)^{\frac{n}{2}}$. By the same method, or by analogy, we get

$$
e^{\frac{\mathbb{\sigma}_{a}-\psi_{q}}{\Theta}}=\left(\frac{\Delta_{g}}{\Delta_{q}}\right)^{\frac{\pi}{2}}(2 \pi \Theta)^{\frac{n}{2}}
$$

where $\Delta_{q}$ is the Hessian of the potential energy as function of the $q$ 's. It will be observed that $\Delta_{q}$ depends on the forees of the system and is independent of the masses, while $\Delta_{q}$ or its reciprocal $\Delta_{p}$ depends on the masses and is independent of the forces. While each Hessian depends on the systern of coordinates employed, the ratio $\Delta_{q} / \Delta_{\dot{q}}$ is the same for all systems.

Multiplying the last equation by (140), we have

$$
e^{\frac{e_{a}-\psi}{\Theta}}=\left(\frac{\Delta_{\dot{g}}}{\Delta_{q}}\right)^{\frac{1}{2}}(2 \pi \Theta)^{n}
$$

For the average value of the potential energy, we have

$$
\bar{\epsilon}_{q}-\epsilon_{a}=\frac{\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty}\left(\epsilon_{q}-\epsilon_{a}\right) e^{-\frac{\epsilon_{q}-\epsilon_{a}}{\Theta}} d q_{1} \ldots d q_{n}}{\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} e^{\frac{\epsilon_{q}-\epsilon_{a}}{\theta}} d q_{1} \ldots d q_{n}}
$$

When an ensemble of systems is distributed in configuration in the manner indicated in this formula, i. e., when its distribution in configuration is the same as that of an ensemble canonically distributed in phase, we shall say, without any reference to its velocities, that it is canonically distributed in confiyuration.

For any given configuration, the fractional part of the systems which lie within any given limits of velocity is represented by the quotient of the multiple integral

$$
\int \cdots \int e^{-\frac{\epsilon_{p}}{\theta}} d p_{1} \ldots d p_{n}
$$

or its equivalent

$$
\int \cdots \int e^{\frac{-u_{1}^{2} \ldots-u_{n}^{2}}{2 \theta}} \Delta_{q}^{\frac{1}{2}} d u_{1} \ldots d u_{n}
$$

taken within those limits divided by the value of the same integral for the limits $\pm \infty$. But the value of the second multiple integral for the limits $\pm \infty$ is evidently

$$
\Delta_{\dot{i}}^{\frac{1}{2}}\left(2 \pi(\circledast)^{\frac{n}{2}}\right.
$$

We may therefore write

$$
\begin{equation*}
\int \ldots \int e^{\frac{\psi_{p}-\epsilon_{p}}{\theta}} d u_{1} \ldots d u_{n} \tag{143}
\end{equation*}
$$

The evaluation of this expression is similar to that of

$$
\frac{\int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \epsilon_{p} e^{-e^{\ominus}} d p_{1} \ldots d p_{n}}{\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{-\frac{\epsilon_{p}}{\Theta}} d p_{1} \ldots d p_{n}}
$$

which expresses the average value of the kinetic energy, and for which we have found the value $\frac{1}{2} n \theta$. We have accordingly

|  |  |
| :--- | :---: |
| Adding the equation | $\bar{\epsilon}_{Q}-\epsilon_{a}=\frac{1}{2} n \theta$. |
| We have | $\overleftarrow{\epsilon}_{p}=\frac{1}{2} n \theta$, |
|  | $\bar{\epsilon}-\epsilon_{a}=n \theta$. |

or

$$
\begin{equation*}
\int \cdots \int^{\frac{\psi_{p}-\epsilon_{p}}{\Theta}} \Delta_{p}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{144}
\end{equation*}
$$

or again

$$
\begin{equation*}
\int \ldots \int e^{\frac{\psi_{p}-\epsilon_{p}}{\theta}} \Delta_{i}^{\frac{1}{2}} d \dot{q}_{1} \ldots d \dot{q}_{n} \tag{145}
\end{equation*}
$$

for the fractional part of the systems of any given configuration which lie within given limits of vclocity.

When systems are distributed in velocity according to these formulae, $i$. $e$., when the distribution in velocity is like that in an ensemble which is canonically distributed in phase, we shall say that they are canonically distributed in velocity.

The fractional part of the whole ensemble which falls within any given limits of phase, which we have before expressed in the form

$$
\begin{equation*}
\int \ldots \int e^{\frac{\psi-\epsilon}{\theta}} d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{146}
\end{equation*}
$$

may also be cxpressed in the form

$$
\begin{equation*}
\int \ldots \int e^{\frac{\psi-\epsilon}{\Theta}} \Delta_{i} d \dot{q_{1}} \ldots d \dot{q}_{n} d q_{1} \ldots d \dot{q}_{n} \tag{147}
\end{equation*}
$$

## CHAPTER VI.

## EXTENSION IN CONFIGURATION AND EXTENSION IN VELOCITY.

The formulae relating to canonical ensembles in the closing paragraphs of the last chapter suggest certain general notions and principles, which we shall consider in this chapter, and which are not at all limited in their application to the canonical law of distribution.*

We have seen in Chapter IV. that the nature of the distribution which we have called canonical is independent of the system of coördinates by which it is described, being determined entirely by the modulus. It follows that the value represented by the multiple integral (142), which is the fractional part of the ensemble which lies within certain limiting configurations, is independent of the system of coördinates, being determined entirely by the limiting configurations with the modulus. Now $\psi$, as we have already seen, represents a value which is independent of the system of coördinates by which it is defined. The same is evidently true of $\psi_{p}$ by equation (140), and therefore, by (141), of $\psi_{q}$. Hence the exponential factor in the multiple integral (142) represents a value which is independent of the system of coördinates. It follows that the value of a multiple integral of the form

$$
\begin{equation*}
\int \ldots \int \Delta_{\dot{2}}^{\frac{1}{2}} d q_{1} \ldots d q_{n} \tag{148}
\end{equation*}
$$

[^3]is independent of the system of coördinates which is employed for its evaluation, as will appear at once, if we suppose the multiple integral to be broken up into parts so small that the exponential factor may be regarded as constant in each.
In the same way the formulae (144) and (145) which express the probability that a system (in a canonical ensemble) of given configuration will fall within certain limits of velocity, show that multiple integrals of the form
\[

$$
\begin{equation*}
\int \cdots \int \Delta_{p}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{149}
\end{equation*}
$$

\]

or

$$
\begin{equation*}
\int \cdots \int \Delta_{\dot{q}}^{\frac{1}{2}} d \dot{q_{1}} \ldots d \dot{q_{n}} \tag{150}
\end{equation*}
$$

relating to velocities possible for a given configuration, when the limits are formed by given velocities, have values independent of the system of coördinates employed.

These relations may easily be verified directly. It has already been proved that

$$
\frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)}=\frac{d\left(\dot{q_{1}} \ldots \dot{q_{n}}\right)}{d\left(\dot{Q_{1}}, \ldots \dot{Q_{n}}\right)}=\frac{d\left(q_{1}, \ldots q_{n}\right)}{d\left(Q_{1}, \ldots Q_{n}\right)}
$$

where $q_{1}, \ldots q_{n}, p_{1}, \ldots p_{n}$ and $Q_{1}, \ldots Q_{n}, P_{1}, \ldots P_{n}$ are two systems of coorrdinates and momenta.* It follows that

$$
\begin{aligned}
& \int \cdots \int\left(\frac{d\left(p_{1}, \ldots p_{n}\right)}{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}\right)^{\frac{1}{2}} d q_{1} \ldots d q_{n} \\
& \quad=\int \cdots \int\left(\frac{d\left(p_{1}, \ldots p_{n}\right)}{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}\right)^{\frac{1}{2}} \frac{d\left(q_{1}, \ldots q_{n}\right)}{d\left(Q_{1}, \ldots Q_{n}\right)} d Q_{1} \ldots d Q_{n} \\
& =\int \cdots \int\left(\frac{d\left(p_{1}, \ldots p_{n}\right)}{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}\right)^{\frac{1}{2}}\left(\frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)}\right)^{\frac{1}{2}}\left(\frac{d\left(\dot{q_{1}}, \ldots \dot{q}_{n}\right)}{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}\right)^{\frac{1}{2}} d Q_{1} \ldots d Q_{n} \\
& \quad=\int \cdots \int\left(\frac{d\left(P_{1}, \ldots P_{n}\right)}{\tilde{d}\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)} d Q_{1} \ldots d Q_{n},\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \int \cdots \int\left(\frac{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}{d\left(P_{1}, \ldots P_{n}\right.}\right)^{\frac{1}{2}} d P_{1} \ldots P_{n} \\
& \quad=\int \cdots \int\left(\frac{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}{d\left(\dot{P}_{1}, \ldots P_{n}\right)}\right)^{\frac{1}{2}} \frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)} d p_{1} \ldots d p_{n} \\
& =\int \cdots \int\left(\frac{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}{d\left(P_{1}, \ldots P_{n}\right)}\right)^{\frac{1}{2}}\left(\frac{d\left(P_{1}, \ldots P_{n}\right)}{d\left(p_{1}, \ldots p_{n}\right)}\right)^{\frac{1}{2}}\left(\frac{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}{d\left(\dot{Q}_{1}, \ldots \dot{Q}_{n}\right)}\right)^{\frac{1}{2}} d p_{p_{1}} \ldots d p_{n} \\
& \quad=\int \cdots \int\left(\frac{d\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)}{d\left(p_{1}, \ldots r_{n}\right)}\right)^{\frac{1}{2}} d p_{1} \ldots d p_{n} .
\end{aligned}
$$

The multiple integral

$$
\begin{equation*}
\int \ldots \int d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{151}
\end{equation*}
$$

which may also be written

$$
\begin{equation*}
\int \ldots \int \Delta_{q} d \dot{q_{1}} \ldots d \dot{q}_{n} d q_{1} \ldots d q_{n} \tag{152}
\end{equation*}
$$

and which, when taken within any given limits of phase, has been shown to have a value independent of the coördinates employed, expresses what we have called an extension-inphase.* In like manner we may say that the multiple integral (148) expresses an extension-in-configuration, and that the multiple integrals (149) and (150) express an extension-invelocity. We have called

$$
\begin{equation*}
d p_{1} \ldots d p_{n} d q_{1} \ldots d q_{n} \tag{153}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\Delta_{\dot{q}} \dot{d_{q_{1}}} \ldots \dot{d}_{n} d q_{1} \ldots d q_{n} \tag{154}
\end{equation*}
$$

an element of extension-in-phase. Wc may call

$$
\begin{equation*}
\Delta_{\phi}^{\frac{1}{2}} d q_{1} \ldots d q_{n} \tag{155}
\end{equation*}
$$

an element of extension-in-configuration, and

$$
\begin{equation*}
\Delta_{z}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{156}
\end{equation*}
$$

* See Chapter I, p. 10.
or its equivalent

$$
\begin{equation*}
\Delta_{\dot{q}}^{\frac{1}{2}} d \dot{q}_{1} \ldots d \dot{q}_{n}, \tag{157}
\end{equation*}
$$

an element of extension-in-velocity.
An extension-in-phase may always be regarded as an integral of clementary extensions-in-configuration multiplied each by an extension-in-velocity. This is evident from the formulae (151) and (152) which express an extension-in-phase, if we imagine the integrations relative to velocity to be first carried out.

The product of the two expressions for an element of extension-in-velocity (149) and ( 150 ) is evidently of the same dimensions as the product

$$
p_{1} \ldots p_{n} \dot{q}_{1} \ldots \dot{q}_{n}
$$

that is, as the $n$th power of energy, since every product of the form $p_{1} \dot{q}_{1}$ has the dimensions of energy. Therefore an exten-sion-in-velocity has the dimensions of the square root of the $n$th power of energy. Again we see by (155) and (156) that the product of an extension-in-configuration and an extension-in-velocity have the dimensions of the $n$th power of energy multiplied by the $n$th power of time. Therefore an extension-in-configuration has the dimensions of the $n$th power of time multiplied by the square root of the $n$th power of energy.

To the notion of extension-in-configuration there attach themselves certain other notions analogous to those which have presented themselves in connection with the notion of ex-tension-in-phase. The number of systems of any ensemble (whether distributed canonically or in any other manner) which are contained in an element of extension-in-configura tion, divided by the numerical value of that element, may be called the density-in-configuration. That is, if a certain configuration is specified by the coördinates $q_{1} \ldots q_{n}$, and the number of systems of which the coordinates fall between the limits $q_{1}$ and $q_{1}+d q_{1}, \ldots q_{n}$ and $q_{n}+d q_{n}$ is expressed by

$$
\begin{equation*}
D_{z} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n} \tag{158}
\end{equation*}
$$

$D_{q}$ will be the density-in-configuration. And if we set

$$
\begin{equation*}
e^{n_{q}}=\frac{\dot{D}_{q}}{\dot{N}^{\prime}} \tag{159}
\end{equation*}
$$

where $N$ denotes, as usual, the total number of systems in the ensemble, the probability that an unspecified system of the ensemble will fall within the given limits of configuration, is expressed by

$$
\begin{equation*}
e^{\eta_{q}} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n} . \tag{160}
\end{equation*}
$$

We may call $e^{n_{I}}$ the coefficient of probability of the configuration, and $\eta_{g}$ the index of probability of the configuration.

The fractional part of the whole number of systems which are within any given limits of configuration will be expressed by the multiple integral

$$
\begin{equation*}
\int \cdots \int e^{n_{q}} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n} . \tag{i61}
\end{equation*}
$$

The value of this integral (taken within any given configurations) is therefore independent of the system of coorrdinates which is used. Since the same has been proved of the same integral without the factor $e^{\eta_{q}}$, it follows that the values of $\eta_{q}$ and $D_{q}$ for a giveu configuration in a given ensemble are independent of the system of coördinates which is used.

The notion of extension-in-velocity relates to systems having the same configuration.* If an ensemble is distributed both in configuration and in velocity, we may confine our attention to those systems which are contained within certain infinitesimal limits of configuration, and compare the whole number of such systems with those which are also contained

[^4]within certain infinitesimal limits of velocity. The second of these numbers divided by the first expresses the probability that a system which is only specified as falling within the infinitesimal limits of configuration shall also fall within the infinitesimal limits of velucity. If the limits with respect to velocity are expressed by the condition that the momenta shall fall between the limits $p_{1}$ and $p_{1}+d p_{1}, \ldots p_{n}$ and $p_{n}+d p_{n}$, the extension-in-velocity within those limits will be
$$
\Delta_{\rho}^{\frac{1}{2}} d p_{1} \ldots d p_{n}
$$
and we may express the probability in question by
\[

$$
\begin{equation*}
e^{\eta_{p}} \Delta_{p}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{162}
\end{equation*}
$$

\]

This may be regarded as defining $\eta_{p}$.
The probability that a system which is only specified as having a configuration within certain infinitesimal limits shall also fall within any given limits of velocity will be expressed by the multiple integral

$$
\begin{equation*}
\int \ldots \int e^{\eta_{p}} \Delta_{p}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{163}
\end{equation*}
$$

or its equivalent

$$
\begin{equation*}
\int \ldots \int e^{n_{p}} \Delta^{\frac{1}{2}} \cdot d q_{1} \ldots d q_{n} \tag{164}
\end{equation*}
$$

taken within the given limits.
It follows that the probability that the system will fall within the limits of velocity, $\dot{q}_{1}$ and $\dot{q}_{1}+d \dot{q}_{1}, \ldots \dot{q}_{n}$ and $\dot{q}_{n}+d \dot{q}_{n}$ is expressed by

$$
\begin{equation*}
e^{\eta_{p}} \Delta_{\dot{q}}^{\frac{1}{2}} d \dot{q_{1}} \ldots d \dot{q}_{n} \tag{165}
\end{equation*}
$$

The value of the integrals (163), (161) is independent of the system of cördinates and momenta which is used, as is also the value of the same integrals without the factor $e^{\eta_{p}}$; therefore the value of $\eta_{p}$ must be independent of the system of coobrdinates and momenta. We may call $e^{\eta_{p}}$ the coefficient of probability of velocity, and $\eta_{p}$ the index of probability of velocity.

Comparing (160) and (162) with (40), we get

$$
\begin{gather*}
e^{\eta_{q}} e^{\eta_{p}}=P=e^{\eta}  \tag{166}\\
\eta_{q}+\eta_{p}=\eta . \tag{167}
\end{gather*}
$$

or
That is: the product of the coefficients of probability of configuration and of velocity is equal to the coefficient of probability of plase; the sum of the indices of probability of configuration and of velocity is equal to the index of probability of phase.

It is evident that $e^{\eta_{Q}}$ and $e^{\eta_{p}}$ have the dimensions of the reciprocals of extension-in-configuration and extension-invelocity respectively, $i$. $e$., the dimensions of $t^{-n} \epsilon^{-\frac{n}{2}}$ and $\epsilon^{-\frac{n}{2}}$, where $t$ represent any time, and $\epsilon$ any energy. If, therefore, the unit of time is multiplied by $c_{t}$, and the unit of energy by $\varepsilon_{\epsilon}$, every $\eta_{q}$ will be increased by the addition of

$$
\begin{equation*}
n \log c_{t}+\frac{1}{2} n \log c_{\epsilon}, \tag{168}
\end{equation*}
$$

and every $\eta_{p}$ by the addition of

$$
\begin{equation*}
\frac{1}{2} n \log c_{\mathrm{e}}{ }^{*} \tag{169}
\end{equation*}
$$

It should be observed that the quantities which have been called extension-in-conflyuration and extension-in-velocity are not, as the terms might seem to imply, purely geometrical or kinematical conceptions. To express their nature more fully, they might appropriately have been called, respectively, the dynamical measure of the extension in configuration, and the dynamical measure of the eatension in velocity. They depend upon the masses, although not upon the forces of the system. In the simple case of material points, where each point is limited to a given space, the extension-in-configuration is the product of the volumes within which the several points are confined (these may be the same or different), multiplied by the square root of the cube of the product of the masses of the several points. The extension-in-velocity for such systems is most easily defined as the extension-in-configuration of systems which have moved from the same configuration for the unit of time with the given velocities.

* Compare (47) in Chapter I.

In the general case, the notions of extension-in-configuration and extension-in-velocity may be connected as follows.
If an ensemble of similar systems of $n$ degrees of freedom have the same configuration at a given instant, but are distributed throughout any finite extension-in-velocity, the same ensemble after an infinitesimal interval of time $\delta t$ will be distributed throughout an extension in configuration equal to its original extension-in-velocity multiplied by $\delta t^{n}$.

In demonstrating this theorem, we shall write $q_{1}{ }^{\prime}, \ldots q_{n}{ }^{\prime}$ for the initial values of the coordinates. The final values will evidently be connected with the initial by the equations

$$
\begin{equation*}
q_{1}-q_{1}^{\prime}=\dot{q}_{1} \delta t, \ldots q_{n}-q_{n}^{\prime}=\dot{q_{n}} \delta t . \tag{170}
\end{equation*}
$$

Now the original extension-in-velocity is by definition represented by the integral

$$
\begin{equation*}
\int \ldots \int \Delta_{q^{\frac{1}{2}}} d \dot{q}_{1} \ldots d \dot{q}_{n} \tag{171}
\end{equation*}
$$

where the limits may be expressed by an equation of the form

$$
\begin{equation*}
F^{\prime}\left(\dot{q}_{1}, \ldots \dot{q}_{n}\right)=0 . \tag{172}
\end{equation*}
$$

The same integral multiplied by the constant $\delta t^{n}$ may be written

$$
\begin{equation*}
\int \cdots \int \Delta_{\dot{q}^{\frac{1}{2}}} d\left(\dot{q}_{1} \delta t\right), \ldots d\left(\dot{q}_{n} \delta t\right), \tag{173}
\end{equation*}
$$

and the limits may be written

$$
\begin{equation*}
F\left(\dot{q}_{1} \ldots \dot{q}_{n}\right)=f\left(\dot{q}_{1} \delta t, \ldots \dot{q}_{n} \delta t\right)=0 . \tag{174}
\end{equation*}
$$

(It will be observed that $\delta t$ as well as $\Delta_{\dot{p}}$ is constant in the integrations.) Now this integral is identically equal to

$$
\begin{equation*}
\int \ldots \int \Delta_{q}^{\frac{1}{2}} d\left(q_{1}-q_{1}{ }^{\prime}\right) \ldots d\left(q_{n} \ldots q_{n}{ }^{\prime}\right) \tag{175}
\end{equation*}
$$

or its equivalent

$$
\begin{equation*}
\int \ldots \int \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n} \tag{176}
\end{equation*}
$$

with limits expressed by the equation

$$
\begin{equation*}
f\left(q_{1}-q_{1}^{\prime}, \ldots q_{n}-q_{n}{ }^{\prime}\right)=0 \tag{177}
\end{equation*}
$$

But the systems which initially had velocities satisfying the equation (172) will after the interval $\delta t$ have configurations satisfying equation (177). Therefore the extension-in-configuration represented by the last integral is that which belongs to the systems which originally had the extension-invelocity represented by the integral (171).

Since the quantities which we have called exteusions-inphase, extensions-in-configuration, and exteusions-in-velocity are independent of the nature of the system of coordinates used in their definitions, it is natural to seek definitions which shall be independent of the use of any coorrdinates. It will be sufficient to give the following definitions without formal proof of their equivalence with those given above, since they are less convenient for use than those founded on systems of coordinates, and since we shall in fact have no occasion to use them.

We commence wilh the definition of extension-in-velocity. We may imagine $n$ independent velocities, $V_{1}, \ldots V_{n}$ of which a system in a given configuration is capable. We may conceive of the system as having a certain velocity $V_{0}$ combined with a part of each of these velocities $V_{1} \ldots V_{n}$. By a part of $V_{1}$ is meant a velocity of the same nature as $V_{1}$ but in amount being anything between zero and $V_{1}$. Now all the velocities which may be thus described may be regarded as forming or lying in a certain extension of which we desire a measure. The case is greatly simplified if we suppose that certain relations exist between the velocities $V_{1}, \ldots V_{n}$, viz: that the kinetic energy due to any two of these velocities combined is the sum of the kinetic energies due to the velocities separately. In this case the extension-in-motion is the square root of the product of the doubled kinetic energies due to the $n$ velocities $V_{1}, \ldots V_{n}$ taken separately.

The more general case may be reduced to this simpler case as follows. The velocity $V_{2}$ may always be regarded as composed of two velocities $\vec{V}_{2}^{\prime}$ and $V_{2}{ }^{\prime \prime}$, of which $V_{2}^{\prime}$ is of the same nature as $V_{1}$, (it may be more or less in amount, or opposite in sign,) while $V_{2}^{\prime \prime}$ satisfies the relation that the 5
kinetic energy due to $V_{1}$ and $V_{2}^{\prime \prime}$ combined is the sum of the kinetic energies due to these velocities taken separately. And the velocity $V_{3}$ may be regarded as compounded of three, $V_{3}^{\prime}, V_{3}^{\prime \prime}, V_{3}^{\prime \prime \prime}$, of which $V_{3}^{\prime}$ is of the same nature as $V_{1}, V_{8}^{\prime \prime}$ of the same nature as $V_{2}^{\prime \prime}$, while $V_{3}^{\prime \prime \prime}$ satisfies the relations that if combined either with $V_{1}$ or $V_{2}^{\prime \prime}$ the kinetic energy of the combined velocities is the sum of the kinetic energies of the velocities taken separately. When all the velocities $V_{2}, \ldots V_{n}$ have been thus decomposed, the square root of the product of the doubled kinetic energies of the several velocities $V_{1}, V_{2}^{\prime \prime}, V_{3}^{\prime \prime \prime}$, etc., will be the value of the extension-invelocity which is sought.
This method of evaluation of the extension-in-velocity which we are considering is perhaps the most simple and natural, but the result may be expressed in a more symmetrical form. Let us write $\epsilon_{12}$ for the kinetic energy of the velocities $V_{1}$ and $V_{2}$ combined, diminished by the sum of the kinetic energies due to the same velocities taken separately. This may be called the mutual energy of the velocities $V_{1}$ and $V_{2}$. Let the mutual energy of every pair of the velocities $V_{1}, \ldots V_{n}$ be expressed in the same way. Analogy would make $\epsilon_{11}$ represent the energy of twice $V_{1}$ diminished by twice the energy of $V_{1}$, i.e., $\epsilon_{11}$ would represent twice the energy of $V_{1}$, although the term mutual energy is hardly appropriate to this case. At all events, let $\epsilon_{11}$ have this signification, and $\epsilon_{22}$ represent twice the energy of $V_{2}$, etc. The square root of the determinant

$$
\left|\begin{array}{ccc}
\epsilon_{12} & \epsilon_{12} & \ldots \\
\epsilon_{12} \\
\epsilon_{22} & \epsilon_{22} & \ldots \\
\varepsilon_{2 n} \\
\epsilon_{n 1} & \epsilon_{n 2} & \cdots
\end{array} \epsilon_{n n}\right|
$$

represents the value of the extension-in-velocity determined as above described by the velocities $V_{1}, \ldots V_{n}$.

The statements of the preceding paragraph may be readily proved from the expression (157) on page 60, viz.,

$$
\Delta_{\dot{q}}^{\frac{1}{2}} d \dot{q_{1}} \ldots \dot{\dot{q}_{n}}
$$

by which the notion of an element of extension-in-velocity was
originally defined. Since $\Delta_{\dot{q}}$ in this expression represents the determinant of which the general element is

$$
\frac{d^{2} E}{d q_{i} d q_{j}}
$$

the square of the preceding expression represents the determinant of which the general element is

$$
\frac{d^{2} \epsilon}{d \dot{\mathcal{F}_{i}} d_{\mathcal{I}_{j}}} d \dot{q_{i}} d \dot{q_{j}} .
$$

Now we may regard the differentials of velocity $\dot{d} \dot{q}_{i}, \dot{d}_{j}$ as themselves infinitesimal velocities. Then the last expression represents the mutual energy of these velocities, and

$$
\frac{d^{2} \epsilon}{d \dot{q}_{i}^{2}} d \dot{q}_{i}^{2}
$$

represents twice the energy due to the velocity $d \dot{q}_{i}$.
The case which we have considered is an extension-in-velocity of the simplest form. All extensions-in-velocity do not have this form, but all may be regarded as composed of elementary extensions of this form, in the same manner as all volumes may be regarded as composed of elementary parallelepipeds.

Having thus a measure of extension-in-velocity founder, it will be observed, on the dynamical notion of kinetic energy, and not involving an explicit mention of enördinates, we may derive from it a measure of extension-in-configuration by the principle connecting these quantities which has been given in a preceding paragraph of this chapter.

The measure of extension-in-phase may be obtaincd from that of extension-in-configuration and of extension-in-vclocity. For to every configuration in an extension-in-phase there will belong a certain extension-in-velocity, and the integral of the elements of extension-in-configuration within any extension-in-phase multiplied each by its extension-in-velocity is the measure of the extension-in-phase.

## CHAPTER VII.

FARTIIER DISCUSSION OF AVERAGES IN A CANONICAL ENSEMBLE OF SYSTEMS.

Returning to the case of a canonical distribution, we have for the index of probability of configuration

$$
\begin{equation*}
\eta_{q}=\frac{\psi_{q}-\epsilon_{q}}{\varrho} \tag{178}
\end{equation*}
$$

as appears on comparison of formulae (142) and (161). It follows immediately from (142) that the average value in the ensemble of any quantity $u$ which depends on the configuration alone is given by the formula

$$
\begin{equation*}
\bar{u}=\iint_{\text {confg. }}^{\text {all }} \iint^{\frac{\psi_{q}-\varepsilon_{q}}{\Theta}} \Delta_{q^{\frac{1}{2}}} d q_{q_{1}} \ldots d q_{\bar{u}}, \tag{179}
\end{equation*}
$$

where the integrations cover all possible configurations. The value of $\psi_{q}$ is evidently determined by the equation

By differentiating the last equation we may obtain results analogous to those obtained in Chapter IV from the equation

$$
e^{-\frac{\psi}{\Theta}}=\iint_{\text {phasea }}^{\text {all }} \ldots e^{-\frac{\epsilon}{\theta}} d p_{1} \ldots d q_{n} .
$$

As the process is ideritical, it is sufficient to give the results:

$$
\begin{equation*}
d \psi_{q}=\bar{\eta}_{q} d \Theta-\overline{A_{1}} d a_{1}-\overline{A_{2}} d a_{2}-\text { etc. }, \tag{181}
\end{equation*}
$$

or, since

$$
\begin{equation*}
\psi_{q}=\bar{\epsilon}_{q}+\Theta \bar{\eta}_{q}, \tag{180}
\end{equation*}
$$

and

$$
\begin{gather*}
d \psi_{q}=\overline{d \epsilon_{q}}+\bar{\eta}_{q} d \Theta+\Theta d \overline{\eta_{q}},  \tag{18:5}\\
d \overline{\epsilon_{q}}=-\Theta d_{\bar{\eta}_{q}}^{-}-\bar{A}_{1} d a_{1}-\bar{A}_{q} d a_{2}-\text { etc. } \tag{184}
\end{gather*}
$$

It appears from this equation that the differential relations subsisting between the average potential encrgy in an ensemble of systems canonically distributed, the modulus of distribution, the average index of probability of configuration, taken negatively, and the average forces exerted on external bodies, are equivalent to those enunciated by Clausius for the potential cnergy of a body, its temperature, a quantity which he called the disgregation, and the forces exerted on external bodies.*
For the index of probability of velocity, in the case of canonical distribution. we have by comparison of (144) and (163). or of (145) and (164),
which gives

$$
\begin{equation*}
\eta_{p}=\frac{i_{p}-\epsilon_{p}}{\Theta} \tag{185}
\end{equation*}
$$

we have also

$$
\begin{equation*}
\bar{\eta}_{p}=\frac{\psi_{p}-\bar{\epsilon}_{p}}{\Theta} ; \tag{186}
\end{equation*}
$$

and by (140), $\quad \psi_{p}=-\frac{1}{2} n \Theta \log (2 \pi \Theta)$.
From these equations we get by differentiation

$$
\begin{array}{r}
d \psi_{p}=\bar{\eta}_{p} d \Theta \\
d \epsilon_{\mathrm{p}}=-\Theta d \bar{\eta}_{p} \tag{190}
\end{array}
$$

and
The differential relation expressed in this equation between the average kinetic energy, the modulus, and the average index of probability of velocity, taken negatively, is identical with that given by Clausius locis citatis for the kinetic energy of a body, the temperature, and a quantity which he called the transformation-value of the kinetic energy. $\dagger$ The relations

$$
\bar{\epsilon}=\bar{\epsilon}_{q}+\bar{\epsilon}_{p}, \quad \bar{\eta}=\bar{\eta}_{q}+\bar{\eta}_{p}
$$

* Pogg. Anr., Bd. CXVI, S. 73, (1862) ; ibin., Bd. CXXV, S. 353, (1865). See also Boltzmann, Sitzb. der Wiener Akad., Bd. LXIII, S. 728, (1871)
$\dagger$ Verwandlungswerth des Wärmeinhaltes.
are also identical with those given by Clausius for the corrcsponding quantities.

Equations (112) and (181) show that if $\psi$ or $\psi_{q}$ is known as function of $\Theta$ and $a_{1}, a_{2}$, etc., we can obtain by differentiation $\bar{\epsilon}$ or $\bar{\epsilon}_{Q}$, and $\bar{A}_{1}, \bar{A}_{2}$, etc. as functions of the same variables. We have in fact

$$
\begin{align*}
& \bar{\epsilon}=\psi-\Theta \bar{\eta}=\psi-\Theta \frac{d \psi}{d \Theta} .  \tag{191}\\
& \bar{\epsilon}_{q}=\psi_{q}-\Theta \bar{\eta}_{q}=\psi_{q}-\Theta \frac{d \psi_{q}}{d \Theta} . \tag{192}
\end{align*}
$$

The corresponding equation relating to kinetic energy,

$$
\begin{equation*}
\bar{\epsilon}_{p}=\psi_{p}-\Theta \eta_{p}=\psi_{p}-\Theta \frac{d \psi_{p}}{d \Theta} . \tag{193}
\end{equation*}
$$

which may be obtained in the same way, may be verified by the known relations (186), (187), and (188) between the variables. We have also

$$
\begin{equation*}
\bar{A}_{1}=-\frac{d \psi}{d a_{1}}=-\frac{d \psi_{q}}{d a_{1}} \tag{194}
\end{equation*}
$$

etc., so that the average values of the external forces may be derived alike from $\psi$ or from $\psi_{q}$.

The average values of the squares or higher powers of the energies (total, potential, or kinetic) may easily be obtained by repeated differentiations of $\psi, \psi_{q}, \psi_{p}$, or $\bar{\epsilon}, \bar{\epsilon}_{q}, \bar{\epsilon}_{p}$, with respect to $\Theta$. By equation (108) we have

$$
\begin{equation*}
\bar{\epsilon}=\int_{\text {phases }}^{\text {all }} \int \epsilon e^{\psi-\epsilon} d p_{1} \ldots d q_{n}, \tag{195}
\end{equation*}
$$

and differentiating with respect to $\Theta$,

$$
\begin{equation*}
\frac{d \stackrel{\zeta}{\epsilon}}{d \Theta}=\iint_{\text {phases }}^{\text {all }} \int\left(\frac{\epsilon^{2}-\psi \epsilon}{\Theta^{2}}+\frac{\epsilon}{\Theta} \frac{d \psi}{d \Theta}\right) e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \tag{196}
\end{equation*}
$$

whence, again by (108),

$$
\frac{d \bar{\epsilon}}{d \Theta}=\frac{\overline{\epsilon^{2}}-\overline{\psi \bar{\epsilon}}}{\Theta^{2}}+\frac{\bar{\epsilon}}{\Theta} \frac{d \psi}{d \Theta},
$$

or

$$
\begin{equation*}
\overline{\epsilon^{2}}=\omega^{2} \frac{d \bar{\epsilon}}{d \omega}+\bar{\epsilon}\left(\psi-\Theta \frac{d \psi}{d(\omega)}\right) . \tag{197}
\end{equation*}
$$

Combining this with (191),

$$
\begin{equation*}
\overline{\epsilon^{2}}=\bar{\epsilon}+\Theta^{2} \frac{d \bar{\epsilon}}{d \Theta}=\left(\psi-\Theta \frac{d \psi}{d \Theta}\right)^{2}-\Theta^{2} \frac{d^{2} \psi}{d \Theta^{2}} . \tag{198}
\end{equation*}
$$

In precisely the same way, from the equation

$$
\begin{equation*}
\bar{\epsilon}_{q}=\int_{\text {conig. }}^{\text {ail }} \ldots \epsilon_{q} e^{\frac{\psi_{q}-\epsilon_{q}}{\ominus}} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n}, \tag{199}
\end{equation*}
$$

we may obtain

$$
\begin{equation*}
\overline{\epsilon_{q}^{2}}=\bar{\epsilon}_{q}^{2}+\Theta^{2} \frac{d \overline{\epsilon_{q}}}{d \Theta}=\left(\psi_{q}-\Theta \frac{d \psi_{q}}{d \Theta}\right)^{2}-\Theta^{3} \frac{d^{2} \psi_{q}}{d \Theta^{2}} \tag{200}
\end{equation*}
$$

In the same way also, if we confine ourselves to a particular configuration, from the equation
we obtain

$$
\begin{equation*}
\overline{\epsilon_{p}}=\int_{\text {veloc. }}^{\text {all }} \ldots \int \epsilon_{p} e^{\frac{\psi_{p}-\epsilon_{p}}{\Theta}} \Delta_{p}^{\frac{1}{2}} d p_{1} \ldots d p_{n} \tag{201}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\epsilon}_{p}^{2}=\bar{\epsilon}_{p}^{2}+\Theta^{2} \frac{d \epsilon_{p}}{d \Theta}=\left(\psi_{p}-\Theta \frac{d \psi_{p}}{d \Theta}\right)^{2}-\Theta^{8} \frac{d^{2} \psi_{p}}{d \Theta^{2}} \tag{202}
\end{equation*}
$$

which by (187) reduces to

$$
\begin{equation*}
\overline{\epsilon_{p}^{2}}=\left(\frac{1}{1} n^{2}+\frac{1}{2} n\right) \Theta^{2} . \tag{203}
\end{equation*}
$$

Since this value is independent of the configuration, we see that the average square of the kinetic energy for every configuration is the same, and therefore the same as for the whole ensemble. Hence $\overline{\epsilon_{p}{ }^{2}}$ may be interpreted as the average either for any particular configuration, or for the whole ensemble. It will be observed that the value of this quantity is determined entirely by the modulus and the number of degrees of freedom of the system, and is in other respects independent of the nature of the system.

Of especial importance are the anomalies of the energies, or their deviations from their average values. The average value
of these anomalies is of course zero. The natural measure of such anomalies is the square root of their average square. Now

$$
\begin{equation*}
\overline{(\epsilon-\epsilon)^{2}}=\epsilon^{2}-\bar{\epsilon}^{2}, \tag{204}
\end{equation*}
$$

identically. Accordingly

$$
\begin{equation*}
\overline{(\epsilon-\bar{\epsilon})^{2}}=\Theta^{2} \frac{d \bar{\epsilon}}{d \Theta}=-\Theta^{\mathfrak{b}} \frac{d^{2} \psi}{d \Theta^{2}} . \tag{205}
\end{equation*}
$$

In like manner,

$$
\begin{gather*}
\overline{\left(\epsilon_{q}-\overline{\epsilon_{q}}\right)^{2}}=\Theta^{2} \frac{d \overline{\epsilon_{q}}}{d \Theta}=-\Theta^{\mathbf{3}} \frac{d^{2} \psi_{q}}{d \Theta^{2}} .  \tag{206}\\
\overline{\left(\epsilon_{p}-\overline{\epsilon_{q}}\right)^{2}}=\Theta^{2} \frac{d \overline{\epsilon_{p}}}{d \Theta}=-\Theta^{3} \frac{d^{2} \psi_{p}}{d \Theta^{2}}=\frac{1}{2} n \Theta^{2} . \tag{207}
\end{gather*}
$$

Hence

$$
\begin{equation*}
\overline{(\epsilon-\bar{\epsilon})^{2}}=\overline{\left(\epsilon_{q}-\overline{\epsilon_{q}}\right)^{2}}+\overline{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{2}} . \tag{208}
\end{equation*}
$$

Equation (206) shows that the value of $\overline{d \epsilon_{q}} / d \Theta$ can never be negative, and that the value of $d^{2} \psi_{q} / d \Theta^{2}$ or $d_{\eta_{q}} / d \Theta$ can never be positive.*
To get an idea of the order of magnitude of these quantities, we may use the average kinetic energy as a term of comparison, this quantity being independent of the arbitrary constant involved in the definition of the potential energy. Since

* In the case discussed in the note on page 54, in which the potential energy is a quadratic function of the $q$ 's, and $\Delta_{q}$ independent of the $q$ 's, we should get for the potential energy

$$
\overline{\left(\xi_{q}-\overline{\epsilon_{q}}\right)^{2}}=\frac{1}{\overline{2}} n e^{z},
$$

and for the total energy

$$
\overline{(\epsilon-\bar{\epsilon})^{2}}=n \theta^{2} .
$$

We may also write in this case,

$$
\begin{aligned}
& \overline{\left(\epsilon_{q}-\bar{\epsilon}_{q}\right)^{2}} \\
& \left(\bar{\epsilon}_{q}-\epsilon_{a}\right)^{2} \\
& \frac{\bar{n}}{(\bar{\epsilon}-\bar{\epsilon})^{2}} \\
& \frac{\left(\bar{\epsilon}-\left(\epsilon_{a}\right)^{2}\right.}{(2)}
\end{aligned}
$$

$$
\begin{gather*}
\overline{\epsilon_{p}}=\frac{1}{2} n \Theta, \\
\frac{\left(\epsilon_{p}-\overline{\epsilon_{p}}\right)^{2}}{\bar{\epsilon}_{p}^{2}}=\frac{2}{n}  \tag{209}\\
\frac{\left(\epsilon_{q}-\overline{\epsilon_{q}}\right)^{2}}{\bar{\epsilon}_{p}^{2}}=\frac{2}{n} \frac{d \overline{\epsilon_{q}}}{d \bar{\epsilon}_{p}}  \tag{210}\\
\frac{\overline{(\epsilon-\bar{\varepsilon})^{2}}}{\bar{\epsilon}_{p}^{2}}=\frac{2}{n} \frac{d \bar{\epsilon}}{d \overline{\epsilon_{p}}}=\frac{2}{n}+\frac{2}{n} \frac{d \bar{\epsilon}_{q}}{d \bar{\epsilon}_{p}} \tag{211}
\end{gather*}
$$

These equations show that when the number of degrees of freedom of the systems is very great, the mean squares of the anomalies of the energies (total, potential, and kinetic) are very small in comparison with the mean square of the kinetic energy, unless indeed the differential coefficient $d \bar{\epsilon}_{q} / d \bar{\epsilon}_{p}^{-}$is of the same order of magnitude as $n$. Such values of $d \epsilon_{q} / d \epsilon_{p}$ can only occur within intervals $\left(\bar{\epsilon}_{p}^{\prime \prime}-\bar{\epsilon}_{p}^{\prime}\right)$ which are of the order of magnitude of $n^{-1}$, unless it be in cases in which $\bar{\epsilon}_{q}$ is in general of an order of magnitude higher than $\bar{\epsilon}_{p}$. Postponing for the moment the consideration of such cases, it will be interesting to examine more closely the case of large values of $d \bar{\epsilon}_{q} / d \bar{\epsilon}_{p}$ within narrow limits. Let us suppose that for $\bar{\epsilon}_{p}{ }^{\prime}$ and $\bar{\epsilon}_{p}^{\prime \prime}$ the value of $d_{\epsilon_{q}} / d \bar{\epsilon}_{p}$ is of the order of magnitude of unity, but between these values of $\bar{\epsilon}_{p}$ very great valucs of the differential coefficient occur. Then in the ensemble having modulus $\Theta^{\prime \prime}$ and average energies $\bar{\epsilon}_{p}^{\prime \prime}$ and $\bar{\epsilon}_{q}^{\prime \prime}$, values of $\epsilon_{q}$ sensibly greater than $\bar{\epsilon}_{q}^{\prime \prime}$ will be so rare that we may eall them practically negligible. They will be still more rare in an ensemble of less modulus. For if we differentiate the equation

$$
\eta_{q}=\frac{\psi_{q}-\epsilon_{q}}{\Theta}
$$

regarding $\epsilon_{q}$ as constant, but $\Theta$ and therefore $\psi_{q}$ as variable, we get

$$
\begin{equation*}
\left(\frac{d \eta_{q}}{d \Theta}\right)_{\epsilon_{q}}=\frac{1}{\Theta} \frac{d \psi_{q}}{d \Theta}-\frac{\psi_{q}-\epsilon_{q}}{\Theta^{2}}, \tag{212}
\end{equation*}
$$

whence by (192)

$$
\begin{equation*}
\left(\frac{d \eta_{q}}{d \Theta}\right)_{\epsilon_{q}}=\frac{\epsilon_{q}-\bar{\epsilon}_{q}}{\Theta^{2}} . \tag{213}
\end{equation*}
$$

That is, a diminution of the modulus will diminish the probability of all configurations for which the potential energy exceeds its average value in the ensemble. Again, in the ensernble having modulus $\Theta^{\prime}$ and average energies $\bar{\epsilon}_{p}^{\prime}$ and $\bar{\epsilon}_{q}^{\prime}$, valucs of $\epsilon_{q}$ sensibly less than $\bar{\epsilon}_{q}^{\prime}$ will be so rare as to be practically negligible. They will be still more rare in an ensemble of greater modulus, since by the same equation an increase of the modulus will diminish the probability of configurations for which the potential energy is less than its average value in the ensemble. Therefore, for values of $\Theta$ between $\Theta^{\prime}$ and $\Theta \Theta^{\prime \prime}$, and of $\bar{\epsilon}_{p}$ between $\bar{\epsilon}_{p}{ }^{\prime}$ and $\bar{\epsilon}_{p}^{\prime \prime}$, the individual values of $\epsilon_{q}$ will be practically limited to the interval between $\bar{\epsilon}_{q}{ }^{\prime}$ and $\bar{\epsilon}_{q}{ }^{\prime \prime}$.

In the cases which remain to be considered, viz., when $d \bar{\epsilon}_{q} / d \bar{\epsilon}_{p}$ has very large values not confined to narrow limits, and consequently the differences of the mean potential energies in ensembles of different moduli are in general very large compared with the differences of the mean kinetic energies, it appears by (210) that the anomalies of mean square of potential energy, if not small in comparison with the mean kinetic energy, will yet in general be very small in comparison with differences of mean potential energy in ensembles having moderate differences of mean kinetic energy, - the exceptions being of the same character as described for the case when $d_{\epsilon_{q}}^{-} / \bar{d} \bar{\epsilon}_{p}$ is not in general large.

It follows that to human experience and observation with respect to such an ensemble as we are considering, or with respect to systems which may be regarded as taken at random from such an ensemble, when the number of degrees of freedom is of such order of magnitude as the number of molecules in the bodies subject to our observation and experiment, $\epsilon-\bar{\epsilon}$, $\epsilon_{p}-\bar{\epsilon}_{p}, \epsilon_{q}-\bar{\epsilon}_{q}$ would be in general vanishing quantities, since such experience would not be wide enough to embrace the more considerable divergencies from the mean values, and such observation not nice enough to distinguish the ordinary divergencies. In other words, such ensembles would appear to human observation as ensembles of systems of uniform energy, and in which the potential and kinetic energics (sup-
posing that there were means of measuring these quantities separately) had each sepaatcly uniform values.* Exceptions might occur when for purticular values of the modulus the differential coefficient $d \epsilon_{q} / d \bar{\epsilon}_{p}$ takes a very large value. To human observation the effect would be, that in ensembles in which $\Theta$ and $\bar{\epsilon}_{p}$ had certain critical values, $\bar{\epsilon}_{q}$ would be indeterminate within certain limits, viz, the values which would correspond to values of $\Theta$ and $\epsilon_{p}$ slightly less and sliglitly greater than the critical values. Such indeterminateness corresponds precisely to what we observe in experiments on the bodies which nature presents to us. $\dagger$

To obtain general formulae for the average values of powers of the energies, we may proceed as follows. If $h$ is any positive whole number, we have identically

$$
\begin{equation*}
\iint_{\text {phases }}^{\text {all }} \int \epsilon^{n} e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n}=\Theta^{2} \frac{d}{d \Theta} \iint_{\text {phases }}^{\text {all }} \int \epsilon^{n-1} e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \tag{214}
\end{equation*}
$$

i.e., by (108),

Hence

$$
\begin{equation*}
\bar{\epsilon}^{h} e^{-\frac{\psi}{\Theta}}=\Theta^{2} \frac{d}{d \Theta}\left(\bar{\epsilon}^{\bar{\epsilon}-1} e^{-\frac{\psi}{\Theta}}\right) \tag{215}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\epsilon}^{a} e^{-\frac{\psi}{\Theta}}=\left(\Theta^{2} \frac{d}{d \Theta}\right)^{h} e^{-\frac{\psi}{\Theta}} \tag{216}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\epsilon^{\bar{n}}}=e^{\frac{\psi}{\boldsymbol{\theta}}}\left(\Theta^{2} \frac{d}{d \Theta}\right)^{n} e^{-\frac{\psi}{\Theta}} \tag{217}
\end{equation*}
$$

* This implies that the kinetic and potential energies of individual systems would each separately have values sensibly constant in time.
$\dagger$ As an example, we may take a system consisting of $n$ fluid in a cylinder under a weighted piston, with a vacunm between the piston and the top of the cylinder, which is closcd. The weighted piston is to be regarded as a part of the system. (This is formally necessary in order to satisfy the condition of the invariability of the external coordinates.) It is evident that at a certain temperature, viz., when the pressure of saturated vapor balances the weight of the piston, there is an indeterminateness in the values of the potential and total energies as functions of the temperature.

For $h=1$, this, gives

$$
\begin{equation*}
\bar{\epsilon}=-\Theta^{2} \frac{d}{d \Theta}\left(\frac{\psi}{\Theta}\right) \tag{218}
\end{equation*}
$$

which agrees with (191).
From (215) we have also

$$
\begin{gather*}
\overline{\epsilon^{\bar{h}}}=\bar{\epsilon} \overline{\epsilon^{\overline{n-1}}}+\Theta^{2} \frac{d \epsilon^{h-1}}{d \Theta}=\left(\bar{\epsilon}+\Theta^{2} \frac{d}{d \Theta}\right) \epsilon^{n-1}  \tag{219}\\
\bar{\epsilon}^{\bar{h}}=\left(\bar{\epsilon}+\Theta^{2} \frac{d}{d \Theta}\right)^{h-1} \bar{\epsilon} \tag{220}
\end{gather*}
$$

In like manner from the identical equation
$\int_{\text {conig. }}^{\text {all }} \ldots \int_{q} \epsilon_{q} e^{-\frac{\epsilon_{q}}{\Theta}} \Delta_{\dot{q}}^{\frac{3}{2}} d q_{1} \ldots d q_{n}=\Theta^{2} \frac{d}{d \Theta} \int_{\text {confg. }}^{\text {all }} \ldots \int \epsilon_{q}^{h-1} e^{-\epsilon_{q}} \Delta_{\dot{q}}^{\frac{1}{2}} d q_{1} \ldots d q_{n}$,
we get

$$
\begin{equation*}
\overline{\epsilon_{2}^{h}}=e^{\psi_{q}}\left(\Theta^{2}-\frac{d}{d \Theta}\right)^{h} e^{-\frac{\psi_{7}}{\Theta}} \tag{221}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\epsilon_{q}^{h}}=\left(\bar{\epsilon}_{q}+\Theta^{2} \frac{d}{d \Theta}\right)^{h-1} \bar{\epsilon}_{q} . \tag{222}
\end{equation*}
$$

With respect to the kinetic energy similar equations will hold for averages taken for any particular configuration, or for the whole ensemble. But since

$$
\bar{\epsilon}_{p}=\frac{n}{2} \Theta,
$$

the equation

$$
\begin{equation*}
\overline{\epsilon_{p}^{k}}=\left(\bar{\epsilon}_{p}+\Theta^{2} \frac{d}{d \Theta}\right) \overline{\epsilon_{p}^{k-1}} \tag{224}
\end{equation*}
$$

reduces to

$$
\begin{equation*}
\overline{\epsilon_{p}{ }^{h}}=\left(\frac{n}{2} \Theta+{ }^{2} \Theta \frac{d}{d \Theta}\right) \overline{\epsilon^{n-1}}=\frac{n}{2}\left(\frac{n}{2} \Theta+\Theta^{2} \frac{d}{d \Theta}\right)^{h-1} \Theta . \tag{225}
\end{equation*}
$$

We have therefore

$$
\begin{gather*}
\overline{\epsilon_{p}^{2}}=\left(\frac{n}{2}+1\right) \overline{2} \Theta^{n} .  \tag{226}\\
\overline{\epsilon_{p}^{8}}=\left(\begin{array}{l}
n \\
2
\end{array}+2\right)\left(\begin{array}{l}
n \\
2
\end{array}+1\right)_{2}^{n} \Theta^{8} .  \tag{227}\\
\overline{\epsilon_{\nu}^{h}}=\frac{\Gamma\left(\frac{1}{2} n+h\right)}{\Gamma\left(\frac{1}{2} n\right)} \Theta^{k} . \tag{228}
\end{gather*}
$$

The average values of the powers of the anomalies of the energies are perhaps most easily found as follows. We have identically, since $\bar{\epsilon}$ is a function of $\Theta$, while $\epsilon$ is a function of the $p$ 's and $q$ 's,
$\Theta^{2} \frac{d}{d \Theta} \iint_{\text {phases }}^{\text {all }} \cdots(\epsilon-\bar{\epsilon})^{\text {n }} e^{-\frac{\epsilon}{\Theta}} d p_{1}, \ldots d q_{n}=$

$$
\begin{equation*}
\int \underset{\text { phases }}{\text { all }}\left[\epsilon(\epsilon-\bar{\epsilon})^{n}-h(\epsilon-\bar{\epsilon})^{n-1} \Theta^{2} \frac{d \bar{\epsilon}}{d \bar{\epsilon}}\right] e^{-\frac{\epsilon}{\Theta}} d p_{1}, \ldots d q_{n} \tag{229}
\end{equation*}
$$

i. e., by (108),
$\Theta^{2} \frac{d}{d( }\left[\overline{(\epsilon-\epsilon)^{h}} e^{-\stackrel{\psi}{\ominus}}\right]=\left[\overline{\epsilon(\epsilon-\bar{\epsilon})^{n}}-\overline{h(\epsilon-\bar{\epsilon})^{h-1}} \Theta^{2} d \bar{\epsilon} \overline{d \epsilon}\right] e^{-\frac{\psi}{\Theta}}$,

* In the case discussed in the note on page 54 we may easily get
$\begin{aligned} &\left(\epsilon_{q}-\epsilon_{a}\right)^{h}=\left(\bar{\epsilon}_{q}-\epsilon_{a}+\Theta^{2} \frac{d}{d \Theta}\right) \\ & \bar{\epsilon}_{q}-\epsilon_{a}=\frac{n}{2} \Theta,\end{aligned}$
gives

$$
\overline{\left(\epsilon_{q}-\epsilon_{a}\right)^{h}}=\left(\frac{n}{2} \Theta+\Theta^{2} \frac{d}{d \Theta}\right) \overline{\left(\epsilon_{\eta}-\epsilon_{a}\right)^{h-1}}=\frac{n}{2}\left(\begin{array}{l}
n \\
2
\end{array}+\Theta^{2} \frac{d}{d \Theta}\right)^{h-1} \Theta .
$$

Hence $\quad \overline{\left(\epsilon_{q}-\epsilon_{a}\right)^{h}}=\overline{\epsilon_{\mu}{ }^{h}}$.
Again

$$
\overline{\left(\epsilon-\epsilon_{a}\right)^{h}}=\left(\bar{\epsilon}-\epsilon_{d}+\Theta^{2} \frac{d}{d \Theta}\right) \overline{\left(\epsilon-\epsilon_{a}\right)^{h-1}},
$$

which with

$$
\bar{\epsilon}-\epsilon_{a}=n 0
$$

gives

$$
\begin{gathered}
\overline{\left(\epsilon-\bar{\epsilon}_{a}\right)^{h}}=\left(n \Theta+\Theta^{2} \frac{d}{d \Theta}\right)\left(\bar{\epsilon}-\epsilon_{d}\right)^{n-1}=n\left(n \Theta+\Theta^{2} \frac{d}{d \Theta}\right)^{n-1} \Theta, \\
\overline{\left(\epsilon-\epsilon_{a}\right)^{h}}=\frac{\Gamma(n+h)}{\Gamma(n)} \Theta^{h} .
\end{gathered}
$$

hence
or since by (218)

$$
\begin{gather*}
\Theta^{2} \frac{d}{d \Theta} e^{-\frac{\psi}{\Theta}}=\bar{\epsilon} e^{-\Psi}, \\
\Theta^{2} \frac{d}{d \Theta} \overline{(\epsilon-\bar{\epsilon})^{2}}+\overline{(\epsilon-\epsilon)^{h} \bar{\epsilon}}=\overline{\epsilon(\epsilon-\bar{\epsilon})^{h}}-\overline{h(\epsilon-\epsilon)^{h-1}} \Theta^{2} \frac{d \bar{\epsilon}}{d(\Theta)}, \\
\overline{(\epsilon-\bar{\epsilon})^{h+1}}=\Theta^{2} \frac{d}{d \Theta(\epsilon-\bar{\epsilon})^{h}+\overline{h(\epsilon-\bar{\epsilon})^{h-1}} \bar{\Theta}^{2}} \frac{d \bar{\epsilon}}{d \Theta} . \tag{231}
\end{gather*}
$$

In precisely the same way we may obtain for the potential energy

$$
\begin{equation*}
\overline{\left(\epsilon_{q}-\bar{\epsilon}_{q}\right)^{n+1}}=\frac{d}{} \frac{d}{d \Theta} \overline{\left(\epsilon_{q}-\bar{\epsilon}_{q}\right)^{k}}+h \overline{\left(\epsilon_{q}-\bar{\epsilon}_{q}\right)^{n-1}} \frac{d \bar{\epsilon}_{q}}{d \Theta} . \tag{232}
\end{equation*}
$$

By successive applications of (231) we obtain

$$
\begin{aligned}
& \overline{(\epsilon-\bar{\epsilon})^{2}}=D^{\bar{\epsilon}} \\
& \overline{(\epsilon-\bar{\epsilon})^{8}}=D^{5} \bar{\epsilon} \\
& \overline{(\epsilon-\bar{\epsilon})^{4}}=D^{8} \bar{\epsilon}+3(D \bar{\epsilon})^{2} \\
& \overline{(\epsilon-\bar{\epsilon})^{5}}=D^{4} \bar{\epsilon}+10 D \bar{\epsilon} D^{2} \bar{\epsilon} \\
& \overline{(\epsilon-\bar{\epsilon})^{6}}=D^{5} \bar{\epsilon}+15 D_{\bar{\epsilon}} D^{3} \bar{\epsilon}+10\left(D^{2} \bar{\epsilon}\right)^{2}+15\left(\overline{D_{\epsilon}}\right)^{3} \text { etc. }
\end{aligned}
$$

where $D$ represents the operator $\Theta^{2} d / d \Theta$. Similar expressions relating to the potential energy may be derived from (232).

For the kinetic energy we may write similar equations in which the averages may be taken either for a single configuration or for the whole ensemble. But since

$$
\frac{d \epsilon_{p}}{d \Theta}=\frac{n}{\overline{2}}
$$

the general formula reduces to

$$
\begin{equation*}
\overline{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n+1}}=\Theta^{2} \frac{d}{d \Theta} \overline{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n}}+\frac{1}{2} n h \Theta^{2} \overline{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n-1}} \tag{233}
\end{equation*}
$$

or
$\overline{\frac{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n+1}}{\bar{\epsilon}_{p}^{n+1}}}=\frac{2 \Theta}{n} \frac{d}{d \Theta} \overline{\frac{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n}}{\bar{\epsilon}_{p}^{n}}}+\frac{2 h}{n} \overline{\frac{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n}}{\bar{\epsilon}_{p}^{h}}}+\frac{2 h}{n} \overline{\frac{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{n-1}}{\bar{\epsilon}_{p}^{n-1}}}$

But since identically

$$
\frac{\overline{\left(\epsilon_{p}-\bar{\epsilon}_{p}\right)^{0}}}{\bar{\epsilon}_{p}^{0}}=1, \quad \overline{\frac{(\overline{\epsilon-\epsilon})^{1}}{\bar{\epsilon}}}=0
$$

the value of the corresponding expression for any index will be independent of $\Theta$ and the formula reduces to

$$
\begin{equation*}
\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{h+1}}=\frac{2 h}{n}\left(\frac{\epsilon_{p}-\overline{\epsilon_{p}}}{\bar{\epsilon}_{p}}\right)^{h}+\frac{2 h}{n} \overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\epsilon_{p}}\right)^{h-1}} \tag{235}
\end{equation*}
$$

we have therefore

$$
\begin{array}{ll}
\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{0}}=1, & \left(\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{3}}=\frac{8}{n^{2}},\right. \\
\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{1}}=0, & \left(\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{4}}=\frac{48}{n^{3}}+\frac{12}{n^{2}},\right. \\
\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{2}}=\frac{2}{n}, & \text { etc.* }
\end{array}
$$

It will be observed that when $\psi$ or $\bar{\epsilon}$ is given as function of $\Theta$, all averages of the form $\bar{\epsilon}^{h}$ or $(\epsilon-\epsilon)^{h}$ are thereby deter-

* In the case discussed in the preceding foot-notes we get easily
and

$$
\frac{\overline{\left(\epsilon_{q}-\bar{\epsilon}_{q}\right)^{n}}}{\left(\frac{\epsilon_{q}-\epsilon_{q}}{\left(\frac{\epsilon_{q}}{\left.\epsilon_{q}-\bar{\epsilon}_{p}\right)^{n}}\right.},\right.}
$$

For the total energy we have in this case

$$
\begin{aligned}
& \overline{\left(\frac{\epsilon-\bar{\epsilon}}{\bar{\epsilon}-\epsilon_{a}}\right)^{n+1}}=\frac{h}{n} \overline{\left(\overline{\epsilon-\bar{\epsilon}} \overline{\epsilon-\epsilon_{a}}\right)^{n}}+\overline{\frac{h}{n}\left(\frac{\epsilon-\bar{\epsilon}}{\bar{\epsilon}-\epsilon_{a}}\right)^{n-1}} . \\
& \overline{\left(\frac{\epsilon-\bar{\epsilon}}{\bar{\epsilon}-\epsilon_{a}}\right)^{2}}=\frac{1}{n} . \quad \overline{(\overline{\epsilon-\bar{\epsilon}})^{4}}=\frac{3}{n^{2}}+\frac{6}{n^{8}}, \\
& \overline{\left(\frac{\epsilon-\bar{\epsilon}}{\bar{\epsilon}-\epsilon_{i}}\right)^{3}}=\frac{2}{n^{2}}, \quad \text { etc. }
\end{aligned}
$$

mined. So also if $\psi_{q}$ or $\bar{\epsilon}_{q}$ is given as function of $\Theta$, all averages of the form $\overline{\epsilon_{q}^{h}}$ or $\overline{\left(\epsilon_{q}-\epsilon_{q}\right)^{h}}$ are determined. But

$$
\bar{\epsilon}_{q}=\bar{\epsilon}-\frac{1}{2} n \Theta .
$$

Therefore if any one of the quantities $\psi, \psi_{q}, \bar{\epsilon}, \bar{\epsilon}_{q}$ is known as function of $\Theta$, and $n$ is also known, all averages of any of the forms mentioned are thereby determined as functions of the same variable. In any case all averages of the form

$$
\overline{\left(\frac{\epsilon_{p}-\bar{\epsilon}_{p}}{\bar{\epsilon}_{p}}\right)^{h}}
$$

are known in terms of $n$ alone, and have the same value whether taken for the whole ensemble or limited to any partieular configuration.

If we differentiate the equation

$$
\begin{equation*}
\int \ldots \int_{\text {phases }}^{\text {all }} e^{\frac{\psi-\epsilon}{\theta}} d p_{1} \ldots d q_{n}=1 \tag{236}
\end{equation*}
$$

with respect to $a_{1}$, and multiply by $\Theta$, we have

$$
\begin{equation*}
\int \ldots \int\left[\frac{d \psi}{d a_{1}}-\frac{d \epsilon}{d \omega_{1}}\right]^{\frac{\psi-\epsilon}{\varpi}} d p_{1} \ldots d q_{n}=0 . \tag{237}
\end{equation*}
$$

Differentiating again, with respect to $a_{1}$, with respeet to $\alpha_{2}$, and with respeet to $\Theta$, we have

$$
\begin{gather*}
\int \ldots \int\left[\frac{d^{2} \psi}{d a_{1}^{2}}-\frac{d^{2} \epsilon}{d a_{1}^{2}}+\frac{1}{\Theta}\left(\frac{d \psi}{d a_{1}}-\frac{d \epsilon}{d a_{1}}\right)^{2}\right]^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n}=0  \tag{238}\\
\int \ldots \int\left[\frac{d^{2} \psi}{d a_{1} d a_{2}}-\frac{d^{2} \epsilon}{d a_{1} d a_{2}}+\frac{1}{\Theta}\left(\frac{d \psi}{d a_{1}}-\frac{d \epsilon}{d a_{1}}\right)\left(\frac{d \psi}{d a_{2}}-\frac{d \epsilon}{d a_{2}}\right)\right] \\
\int \ldots \int\left[\frac{d^{2} \psi}{d a_{1} d \Theta}+\left(\frac{d \psi}{d a_{1}}-\frac{d \epsilon}{d a_{1}}\right)\left(\frac{1 d \psi}{\Theta(d \Theta}-\frac{\psi-\epsilon}{\Theta^{2}}\right)\right]  \tag{239}\\
e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d p_{1}=0 \\
\int \ldots q_{n}=0 \tag{240}
\end{gather*}
$$

The multiple integrals in the last four equations represent the average values of the expressions in the brackets, which we may thercfore set cqual to zero. The first gives

$$
\begin{equation*}
\frac{d \psi}{d a_{1}}=\frac{\overline{a_{\epsilon}}}{d \overline{a_{1}}}=-\overline{A_{1}} \tag{241}
\end{equation*}
$$

as already obtained. With this relation and (191) we get from the other equations

$$
\begin{align*}
& \overline{\left(A_{1}-\bar{A}_{1}\right)^{2}}=\Theta\left(\begin{array}{l}
\overline{d{ }^{2}} \\
d a_{1}^{2}
\end{array}-\frac{d^{2} \psi}{d a_{1}^{2}}\right)=\Theta\left(\frac{d \bar{A}_{1}}{d \overline{a_{1}}}-\frac{d \bar{A}_{1}}{d a_{1}}\right)  \tag{242}\\
& \overline{\left(A_{1}-\bar{A}_{1}\right)\left(A_{2}-\bar{A}_{2}\right)}=\Theta\left(\frac{\bar{d}^{2} \bar{\epsilon}}{d a_{1} d a_{2}}-\frac{d^{2} \psi}{d a_{1} d a_{2}}\right) \\
&=\Theta\left(\frac{d A_{1}}{d a_{2}}-\frac{d \overline{A_{1}}}{d a_{2}}\right)=\Theta\left(\frac{d \bar{A}_{2}}{d a_{1}}-\frac{d A_{2}}{d a_{1}}\right)  \tag{243}\\
& \overline{\left(A_{1}-\bar{A}_{1}\right)(\epsilon-\bar{\epsilon})}=-\Theta^{2}-\frac{d^{2} \psi}{d a_{1} d \Theta}=\Theta^{2} \frac{d \bar{A}_{1}}{d \Theta}=-\Theta^{2} \frac{d \bar{\eta}}{d a_{1}} .
\end{align*}
$$

We may add for comparison equation (205), which might be derived from (236) by differentiating twice with respect to $\Theta$ :

$$
\begin{equation*}
\overline{(\epsilon-\bar{\epsilon})^{2}}=-\Theta^{\Omega} \frac{d^{2} \psi}{d \Theta^{2}}=\frac{\Theta^{2}}{d \bar{\epsilon}} \frac{\bar{\epsilon}}{d \Theta} . \tag{244}
\end{equation*}
$$

The two last equations give

$$
\begin{equation*}
\overline{\left(A_{1}-A_{1}\right)(\epsilon-\bar{\epsilon})}=\frac{d A}{d \bar{\epsilon}} \overline{(\epsilon-\epsilon)^{2}} . \tag{245}
\end{equation*}
$$

If $\psi$ or $\bar{\epsilon}$ is known as function of $\Theta, a_{1}, a_{2}$, etc., $\overline{(\epsilon-\bar{\epsilon})^{2}}$ may be obtained by differentiation as function of the same variables. And if $\psi$, or $\bar{A}_{1}$, or $\bar{\eta}$ is known as function of $\Theta, a_{1}$, etc., $\overline{\left(A_{1}-A_{1}\right)}(\epsilon-\bar{\epsilon})$ may be obtained by differentiation. But $\overline{\left(A_{1}-\bar{A}_{1}\right)^{2}}$ and $\overline{\left(A_{1}-A_{1}\right)\left(A_{2}-A_{2}\right)}$ cannot be obtained in any similar manner. We have seen that $\overline{(\epsilon-\bar{\epsilon})^{2}}$ is in gencral a vanishing quantity for very great values of $n$, which we may regard as contained implicitly in $\Theta$ as a divisor. The same is true of $\overline{\left(A_{1}-\bar{A}_{1}\right)(\epsilon-\bar{\epsilon})}$. It does not appear that we can assert the same of $\overline{\left(A_{1}-\overline{A_{1}}\right)^{2}}$ or $\overline{\left(A_{1}-\bar{A}_{1}\right)} \overline{\left(A_{2}-\bar{A}_{2}\right)}$, since
$d^{2} \epsilon / d a_{1}{ }^{2}$ may be very great. The quantities $d^{2} \varepsilon / d a_{1}{ }^{2}$ and $d^{2} \psi / d a_{1}{ }^{2}$ belong to the class called elasticities. The former expression represents an elasticity measured under the condition that while $\alpha_{1}$ is varied the internal coordinates $q_{1}, \ldots q_{n}$ all remain fixed. The latter is an elasticity measured under the condition that when $a_{1}$ is varied the ensemble remains canonically distributed within the same modulus. This corresponds to an elasticity in physics measured under the condition of constant temperature. It is cvident that the former is greater than the latter, and it may be enormously greater.

The divergences of the force $A_{1}$ from its average value are due in part to the diffcrences of energy in the systems of the ensemble, and in part to the differences in the value of the forcos which exist in systems of the same energy. If we write $\bar{A}_{1}$ for the average value of $A_{1}$ in systems of the ensemble which have any same energy, it will be detcrmined by the equation
where the limits of integration in both multiple integrals are two values of the energy which differ infinitely little, say $\epsilon$ and $\epsilon+d \epsilon$. This will make the factor $e^{\frac{\psi-\epsilon}{\Theta}}$ constant within the limits of integration, and it may be cancelled in the numerator and denominator, leaving

$$
\begin{equation*}
\overline{\left.A_{1}\right|_{\epsilon}}=\frac{\int \cdots \int-\frac{d \epsilon}{d a_{n}} d p_{1} \ldots d q_{n}}{\int \cdots \int d p_{1} \ldots d q_{n}} \tag{247}
\end{equation*}
$$

Where the integrals as before are to be taken between $\epsilon$ and $\epsilon+d \epsilon$. $A_{1}^{-} \mid \epsilon$ is therefore independent of $\Theta$, being a function of the energy and the external coorrdinates.

Now we have identically

$$
A_{1}-A_{1}=\left(A_{1}-\left.\overline{A_{1}}\right|_{e}\right)+\left(\left.\overline{A_{1}}\right|_{e}-\bar{A}_{1}\right)
$$

where $A_{1}-\bar{A}_{1}$, denotes the excess of the force (tending to increase $a_{1}$ ) exerted by any system above the average of such forces for systems of the same energy. Accordingly,

$$
\overline{\left(A_{1}-\overline{A_{1}}\right)^{2}}=\overline{\left(A_{1}-\overline{\left.A_{1} \mid \epsilon\right)^{2}}\right.}+2 \overline{\left(A_{1}-\overline{\left.\left.A_{1}\right|_{\epsilon}\right)\left(\overline{A_{1, \epsilon}}-\overline{A_{1}}\right)}+\overline{\left(\overline{A_{1} \mid \epsilon}-A_{1}\right)^{2}} .\right.}
$$

But the avcrage value of $\left(A_{1}-\left.\overline{A_{1}}\right|_{\epsilon}\right)\left(\overline{A_{1}!_{\epsilon}}-\bar{A}_{1}\right)$ for systems of the ensemble which have the same energy is zero, since for such systems the second factor is constant. Therefore the average for the whole ensemble is zero, and

$$
\begin{equation*}
\overline{\left(A_{1}-\overline{A_{1}}\right)^{2}}=\overline{\left(A_{1}-\overline{A_{1 ; \epsilon}}\right)^{2}}+\overline{\left(\overline{A_{1} \mid \epsilon}-A_{1}\right)^{2}} . \tag{248}
\end{equation*}
$$

In the same way it may be shown that

$$
\begin{equation*}
\overline{\left(A_{1}-A_{1}\right)(\epsilon-\bar{\epsilon})}=\overline{\left(A_{1_{\epsilon}}-A_{1}\right)(\epsilon-\bar{\epsilon})} \tag{249}
\end{equation*}
$$

It is evident that in ensembles in which the anomalies of energy $\epsilon-\bar{\epsilon}$ may be regarded as insensible the same will be true of the quantities represented by $\overline{A_{1}}-\bar{A}_{1}$.

The properties of quantities of the form $\overline{A_{1}}$ will be farther considered in Chapter X, which will be devoted to ensembles of constant energy.

It may not be without interest to consider some general formulae relating to averages in a canonical ensemble, which embrace many of the results which have been given in this chapter.

Let $u$ be any function of the internal and external coördinates with the momenta and morlulus. We have by definition

$$
\begin{equation*}
\bar{u}=\iint_{\text {phases }}^{\text {all }} \iint e^{\frac{\psi-\epsilon}{\boldsymbol{\theta}}} d p_{1} \ldots d q_{n} \tag{250}
\end{equation*}
$$

If we differentiate with respect to $\Theta$, we have

$$
\frac{d \vec{u}}{d \Theta}=\int \ldots \int\left(\frac{d u}{d \Theta}-\frac{u}{\Theta^{2}}(\psi-\epsilon)+\frac{u}{\Theta} \frac{d \psi}{d \Theta}\right) e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n}
$$

or

$$
\begin{equation*}
\frac{d \bar{u}}{d \omega}=\frac{\overline{d u}}{d \theta}-\frac{\overline{u(\psi-\epsilon)}}{\theta^{2}}+\frac{\bar{u}}{\omega} \frac{d \psi}{d \omega} . \tag{251}
\end{equation*}
$$

Setting $u=1$ in this equation, we get

$$
\frac{d \psi}{d \Theta}=\frac{\psi-\bar{\epsilon}}{\Theta},
$$

and substituting this value, we have

$$
\begin{gather*}
\frac{d \bar{u}}{d \Theta}=\frac{\overline{d u}}{d \Theta}+\frac{\overline{u \epsilon}}{\Theta^{2}}-\frac{\bar{u} \bar{\epsilon}}{\Theta^{2}} \\
\text { or } \quad \Theta^{2} \frac{d \bar{u}}{d \Theta}-\Theta^{2} \frac{\overline{d u}}{d \bar{\Theta}}=\overline{u \epsilon}-\bar{u} \bar{\epsilon}=\overline{(u-u)(\epsilon-\bar{\epsilon})} \tag{252}
\end{gather*}
$$

If we differeutiate equation (250) with respect to $a$ (which may represent any of the external courdinates), and write $A$ for the force $-\frac{d \epsilon}{d A}$, we get

$$
\begin{gather*}
\frac{d \bar{u}}{\overline{d a}}=\iint_{\text {phases }}^{\text {an }} \ldots \int\left(\frac{d u}{d a}+\frac{u}{\varrho} \frac{d \psi}{d a}+\frac{u}{\Theta} A\right) e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \\
\overline{d \bar{u}}=\frac{\overline{d u}}{\bar{d} a}+\frac{\bar{u}}{\bar{d} a} \frac{d \psi}{\overline{d u}}+\frac{\overline{u A}}{\Theta} \tag{253}
\end{gather*}
$$

Setting $u=1$ in this equation, we get

$$
\frac{d \psi}{\bar{d} a}=-\bar{A}
$$

Substituting this value, we have

$$
\begin{gather*}
\frac{d \bar{u}}{d a}=\frac{\overline{d u}}{d a}+\frac{\overline{u A}}{\Theta}-\frac{\bar{u} \bar{A}}{\Theta}  \tag{254}\\
\Theta \frac{d \bar{u}}{d a}-\Theta \frac{\overline{d u}}{d a}=\overline{u A}-\bar{u} \bar{A}=\overline{(u-\bar{u})(A-\bar{A})} \tag{255}
\end{gather*}
$$

or
Repeated applications of the principles expressed by equations (252) and (255) are perhaps best made in the particular cases. Yet we may write (252) in this form

$$
\begin{equation*}
\overline{(\epsilon+D)(u-\bar{u})}=0 \tag{256}
\end{equation*}
$$

where $D$ represents the nperator $\Theta^{2} d d \Theta$.
Hence

$$
\begin{equation*}
\overline{(\epsilon+D)^{\bar{u}}(u-\bar{u})}=0, \tag{257}
\end{equation*}
$$

where $h$ is any positive whole number. It will be observed. that since $\epsilon$ is not function of $\Theta,(\epsilon+D)^{h}$ may be expanded by the binomial theorem. Or, we may write

$$
\begin{align*}
& \overline{(\epsilon+D) u}=(\bar{\epsilon}+D) \bar{u},  \tag{258}\\
& \overline{(\epsilon+D)^{n} u}=(\bar{\epsilon}+D)^{n} \bar{u} . \tag{259}
\end{align*}
$$

whence
But the operator $(\bar{\epsilon}+D)^{h}$, although in some respeets more simple than the operator without the average sign on the $\epsilon$, cannot be expanded by the binomial theorem, since $\vec{\epsilon}$ is a function of $\Theta$ with the external coördinates.

So from equation (254) we have
whence

$$
\begin{align*}
& \overline{\left(\frac{A}{\Theta}+\frac{d}{d u}\right)(u-\bar{u})}=0  \tag{260}\\
& \overline{\left(\frac{A}{\circlearrowleft}+\frac{d}{d a}\right)^{h}(u-\bar{u})}=0 \tag{261}
\end{align*}
$$

and

$$
\begin{equation*}
\overline{\left(\frac{A}{\Theta}+\frac{d}{d a}\right) u}=\left(\frac{\bar{A}}{\Theta}+\frac{d}{d a}\right) \bar{u} \tag{262}
\end{equation*}
$$

whenee

$$
\begin{equation*}
\overline{\left(\frac{A}{\Theta}+\frac{d}{d a}\right)^{h} u}=\left(\frac{A}{\Theta}+\frac{d}{d u}\right)^{h} \bar{u} . \tag{263}
\end{equation*}
$$

The binomial theorem cannot be applied to these operators.
Again, if we now distinguish, as usual, the several external coorrdinates by suffixes, we may apply successively to the expression $u-\bar{u}$ any or all of the operators

$$
\begin{equation*}
\varepsilon+\Theta^{2} \frac{d}{d \Theta}, \quad A_{1}+\Theta \frac{d}{d a_{1}}, \quad A_{2}+\Theta \frac{d}{d a_{2}}, \quad \text { etc. } \tag{264}
\end{equation*}
$$

as many times as we choose, and in any order, the average value of the result will be zero. Or, if we apply the same operators to $u$, and finally take the average value, it will be the same as the value obtained by writing the sign of average separately as $u$, and on $\epsilon, A_{1}, A_{2}$, etc., in all the operators.
If $u$ is independent of the momenta, formulae similar to the preceding, but having $\epsilon_{\boldsymbol{q}}$ in place of $\epsilon$, may be derived from equation (179).

## CHAPTER VIII.

## ON CERTAIN mportant functions of tile ENERGIES OF A SYSTEM.

Is order to consider more particularly the distribution of a canonical ensemble in energy, and for other purposes, it will be convenient to use the following definitions and notations.

Let us denote by $V$ the extension-in-phase below a certain limit of energy which we shall call $\epsilon$. That is, let

$$
\begin{equation*}
V=\int \ldots \int d p_{1} \ldots d q_{n} \tag{265}
\end{equation*}
$$

the integration being extended (with constant values of the external coördinates) over all phases for which the energy is less than the limit $\epsilon$. We shall suppose that the value of this integral is not infinite, except for an infinite value of the limiting energy. This will not exclude any kind of system to which the canonical distribution is applicable. For if

$$
\int \ldots \int e^{-\frac{\epsilon}{\Theta}} d p_{1} \ldots d q_{n}
$$

taken without limits has a finite value,* the less value represented by

$$
e^{-\frac{\epsilon}{\Theta}} \int \ldots \int d p_{1} \ldots d q_{n}
$$

taken below a limiting value of $\epsilon$, and with the $\epsilon$ before the integral sign representing that limiting value, will also be finite. Therefore the value of $V$, which differs only by a constant factor, will also be finite, for finite $\epsilon$. It is a function of $\epsilon$ and the external coördinates, a continuous increasing

* This is a necessary condition of the canonical distribution. See Chapter IV, p. 35.
function of $\epsilon$, which becomes infinite with $\epsilon$, and vanishes for the smallest possible value of $\epsilon$, or for $\epsilon=-\infty$, if the energy may be diminished without limit.

Let us also set

$$
\begin{equation*}
\phi=\log \frac{d V}{d \epsilon} \tag{266}
\end{equation*}
$$

The extension in phase between any two limits of energy, $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$, will be represented by the integral

$$
\begin{equation*}
\int_{\epsilon^{\prime}}^{\epsilon^{\epsilon^{\prime \prime}}} e^{\phi} d \epsilon \tag{267}
\end{equation*}
$$

And in general, we may substitute $\epsilon^{\phi} d \epsilon$ for $d p_{1} \ldots d q_{n}$ in a $2 n$-fold integral, reducing it to a simple integral, whenever the limits can be expressed by the energy alone, and the other factor under the integral sign is a function of the energy alone, or with quantities which are constant in the integration.

In particular we observe that the probability that the energy of an unspecified system of a canonical ensemble lies between the limits $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$ will be represented by the integral *

$$
\begin{equation*}
\int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{\frac{\psi-\epsilon}{\theta}+\phi} d \epsilon \tag{268}
\end{equation*}
$$

and that the average value in the ensemble of any quantity which only varies with the energy is given by the equation $\dagger$

$$
\begin{equation*}
\bar{u}=\int_{V=0}^{\epsilon=\infty} u e^{\frac{\psi-\epsilon}{\Theta}+\phi} d \epsilon, \tag{269}
\end{equation*}
$$

where we may regard the constant $\psi$ as determined by the equation

$$
\begin{equation*}
e^{-\frac{\psi}{\Theta}}=\int_{\boldsymbol{V}=0}^{\epsilon=\infty} e^{-\frac{\epsilon}{\Theta}+\phi} d \epsilon \tag{270}
\end{equation*}
$$

In regard to the lower limit in these integrals, it will be observed that $V=0$ is equivalent to the condition that the value of $\epsilon$ is the least possible.

* Compare equation (93). $\quad \ddagger$ Compare equation (108).
$\ddagger$ Compare equation (92).

In like manner, let us denote by $V_{q}$ the extension-in-configuration below a certain limit of potential energy which we may call $\epsilon_{q}$. That is, let

$$
\begin{equation*}
V_{q}=\int \ldots \int \Delta_{i}^{\frac{1}{2}} d q_{1} \ldots d q_{n} \tag{271}
\end{equation*}
$$

the integration being extended (with constant values of the external coordinates) over all configurations for which the potential energy is less than $\epsilon_{q}$. $\quad V_{q}$ will be a function of $\epsilon_{q}$ with the external coorrdinates, an increasing function of $\epsilon_{q}$, which does not become infinite (in such cases as we shall consider*) for any finite value of $\epsilon_{q}$. It vanishes for the least possible value of $\epsilon_{q}$, or for $\epsilon_{q}=-\infty$, if $\epsilon_{q}$ can be diminished without limit. It is not always a continuons function of $\epsilon_{q}$. In fact, if there is a finite extension-in-configuration of emstant potential energy, the corresponding value of $V_{q}$ will not include that extension-in-configuration, but if $\epsilon_{q}$ be increased infinitcsimally, the corresponding value of $V_{q}$ will be increased by that finite extension-in-configuration.

Let us also set

$$
\begin{equation*}
\phi_{q}=\log \frac{d \nabla_{q}}{d \varepsilon_{q}} . \tag{272}
\end{equation*}
$$

The extension-in-configuration between any two limits of potential energy $\epsilon_{q}{ }^{\prime}$ and $\epsilon_{q}{ }^{\prime \prime}$ may be represented by the integral

$$
\begin{equation*}
\int_{\epsilon_{q^{\prime}}}^{\epsilon_{q^{\prime \prime}}^{\prime \prime}} e^{\phi_{q}} d \epsilon_{q} \tag{273}
\end{equation*}
$$

whenever there is no discontinuity in the value of $V_{q}$ as function of $\epsilon_{q}$ between or at those limits, that is, whenever there is no finite extension-in-configuration of constant potential energy between or at the linits. And in gencral, with the restriction mentioned, we may substitute $e^{\phi_{i}} d \epsilon_{\mathrm{q}}$ for $\Delta_{\dot{q}} d q_{1} \ldots d q_{n}$ in an $n$-fold integral, reducing it to a simple integral, when the limits are expressed by the potential encrgy, and the other factor under the integral sign is a function of

* If $V_{q}$ were infinite for finite values of $\varepsilon_{q}, V$ would evidently be infinite for finite values of $\epsilon$.
the potential energy, either alone or with quantities which are constant in the integration.
We may often avoid the inconvenience occasioned by formulae becoming illusory on account of discontinuities in the values of $V_{q}$ as function of $\epsilon_{q}$ by substituting for the given discontinuous function a continuous function which is practically equivalent to the given function for the purpuses of the evaluations desired. It only requires infinitesimal changes of potential energy to destroy the finite extensions-in-configuration of constant potential energy which are the cause of the difficulty.
In the case of an ensemble of systems canonically distributed in configuration, when $V_{q}$ is, or may be regarded as, a continuous function of $\epsilon_{q}$ (within the limits considered), the prolsibility that the potential energy of an unspecified system lies between the limits $\epsilon_{q}^{\prime}$ and $\epsilon_{q}^{\prime \prime}$ is given by the integral

$$
\begin{equation*}
\int_{\epsilon_{q}^{\prime}}^{\epsilon_{q}^{\prime \prime}} e^{\frac{\psi_{q}-\epsilon_{q}}{\theta}+\phi_{q}} d \epsilon_{q} \tag{274}
\end{equation*}
$$

where $\psi$ may be determined by the condition that the value of the integral is unity, when the limits include all possible values of $\epsilon_{q}$. In the same case, the average value in the ensemble of any function of the potential energy is given by the equation

$$
\begin{equation*}
\bar{u}=\int_{V_{q}=0}^{\epsilon_{q}=\infty} u e^{\frac{\psi-\boldsymbol{\epsilon}_{q}}{\Theta}}+\phi_{q}, \tag{275}
\end{equation*}
$$

When $V_{q}$ is not a continuous function of $\epsilon_{q}$, we may write $d V_{q}$ for $e^{\phi}{ }^{\phi} d_{q}$ in these formulae.

In like manner also, for any given configuration, let us denote by $V_{p}$ the extension-in-velocity below a certain limit of kinetic energy specified by $\epsilon_{p}$. That is, let

$$
\begin{equation*}
V_{p}=\int \cdots \int \Delta_{p}^{\frac{1}{2}} d p_{1} \cdots d p_{n}, \tag{276}
\end{equation*}
$$

the integration being extended, with constant values of the eoordinates, both internal and external, over all values of the momenta for which the kinetic energy is less than the limit $\epsilon_{2}$. $V_{p}$ will evidently be a continuous increasing function of $\epsilon_{p}$ which vanishes and becomes infinite with $\epsilon_{p}$. Let us set

$$
\phi_{p}=\log \frac{d V_{p}}{d \epsilon_{p}} .
$$

The extension-in-velocity between any two limits of kinetic energy $\epsilon_{p}{ }^{\prime}$ and $\epsilon_{p}{ }^{\prime \prime}$ may be represented by the integral

$$
\begin{equation*}
\int_{\epsilon_{p}^{\prime}}^{\epsilon_{p^{\prime \prime}}} e^{\phi_{p}} d \epsilon_{p} \tag{278}
\end{equation*}
$$

And in general, we may substitute $e^{\phi_{p}} d \epsilon_{p}$ for $\Delta_{p}{ }^{\frac{1}{2}} d p_{1} \ldots d p_{n}$ or $\Delta_{q^{\frac{3}{2}}} d \dot{q}_{1} \ldots d \dot{q}_{n}$ in an $n$-fold integral in which the coördinates are constant, reducing it to a simple integral, when the limits are expressed by the kinetic energy, and the other factor under the integral sign is a function of the kinetic energy, either alone or with quantities which are constant in the integration.

It is easy to express $V_{p}$ and $\phi_{p}$ in terms of $\epsilon_{p}$. Since $\Delta_{p}$ is function of the coördinates alone, we have by definition

$$
\begin{equation*}
V_{p}=\Delta_{p}^{\frac{1}{2}} \int \ldots \int d p_{1} \ldots d p_{n} \tag{279}
\end{equation*}
$$

the limits of the integral being given by $\epsilon_{p}$. That is, if

$$
\begin{equation*}
\epsilon_{p}=F\left(p_{1}, \ldots p_{n}\right) \tag{280}
\end{equation*}
$$

the limits of the integral for $\epsilon_{p}=1$, are given by the equation

$$
\begin{equation*}
F\left(p_{1}, \ldots p_{n}\right)=1 \tag{281}
\end{equation*}
$$

and the limits of the integral for $\epsilon_{p}=a^{2}$, are given by the equation

$$
\begin{equation*}
F\left(p_{1}, \ldots p_{n}\right)=a^{2} . \tag{282}
\end{equation*}
$$

But since $F$ represents a quadratic function, this equation may be written

$$
\begin{equation*}
F\left(\frac{p_{1}}{a}, \ldots \frac{p_{n}}{a}\right)=1 \tag{283}
\end{equation*}
$$

The value of $V_{p}$ may also be put in the form

$$
\begin{equation*}
V_{p}=a^{n} \Delta_{p}^{\frac{1}{2}} \int \ldots \int d \frac{p_{1}}{a} \ldots d \frac{p_{n}}{a} \tag{284}
\end{equation*}
$$

Now we may determine $V_{p}$ for $\epsilon_{p}=1$ from (279) where the limits are expressed by (281), and $V_{p}$ for $\epsilon_{p}=a^{2}$ from (284) taking the limits from (283). The two integrals thus determined are evidently identical, and we have

$$
\begin{equation*}
\left(V_{p}\right)_{\epsilon_{p}=a^{2}}=u^{n}\left(V_{p}\right)_{\epsilon_{p}=1} \tag{285}
\end{equation*}
$$

i. e., $V_{p}$ varies as $\epsilon_{p} \frac{\pi}{2}$. We may therefore set

$$
\begin{equation*}
V_{p}=C \epsilon_{p}{ }^{\frac{n}{2}}, \quad e^{\phi_{p}}=\frac{n}{2} C \epsilon_{p}{ }^{\frac{n}{2}-1} \tag{286}
\end{equation*}
$$

where $C$ is a constant, at least for fixed values of the internal coorrdinates.
To determine this constant, let us consider the case of a canonical distribution, for which we have

$$
\begin{gathered}
\int_{0}^{\infty} e^{\frac{\psi_{p}-\epsilon_{p}}{\Theta}}+\phi_{p} \\
d \epsilon_{p}=1, \\
e^{\frac{\psi_{p}}{\Theta}}=(2 \pi \Theta)^{-\frac{n}{2}} .
\end{gathered}
$$

where
Substituting this value, and that of $e^{\phi_{p}}$ from (286), we get

$$
\begin{gather*}
\frac{n}{2} C \int_{0}^{\infty} e^{-\frac{\epsilon_{p}}{\Theta}} \epsilon_{p}{ }^{\frac{n}{2}-1} d \epsilon_{p}=(2 \pi \Theta)^{\frac{n}{2}} \\
\frac{n}{2} C \int_{0}^{\infty} e^{-\frac{\epsilon_{p}}{\Theta}}\left(\frac{\epsilon_{p}}{\Theta}\right)^{\frac{n}{2}-1} d\left(\frac{\epsilon_{p}}{\Theta}\right)=(2 \pi)^{\frac{n}{2}} \\
\frac{n}{2} C \Gamma\left(\frac{n}{2}\right)=(2 \pi)^{\frac{n}{2}}  \tag{287}\\
C=\frac{(2 \pi)^{\frac{n}{2}}}{\Gamma\left(\frac{1}{2} n+1\right)}
\end{gather*}
$$

Having thus determined the value of the constant $C$, we may
substitute it in the general expressions (286), and obtain the following values, which are perfectly general:

$$
\begin{align*}
& V_{p}=\frac{\left(2 \pi \epsilon_{p}\right)^{\frac{n}{2}}}{\Gamma\left(\frac{1}{2} n+1\right)}  \tag{288}\\
& e^{\phi_{\mu}}=\frac{(2 \pi)^{\frac{n}{2}} \epsilon_{p}^{\frac{n}{2}}-1}{\Gamma\left(\frac{1}{2} n\right)} \tag{289}
\end{align*}
$$

It will be observed that the values of $V_{p}$ and $\phi_{p}$ for any given $\epsilon_{p}$ are independent of the configuration, and even of the nature of the system considered, except with respect to its number of degrees of freedom.

Returning to the canonical ensemble, we may express the probability that the kinetic energy of a system of a given configuration, but otherwise unspecified, falls within given limits, by either member of the following equation

$$
\begin{equation*}
\int e^{\frac{\psi_{p}-\epsilon_{p}}{0}+\phi_{p}} d \epsilon_{p}=\frac{1}{\Gamma\left(\frac{1}{2} n\right)} \int e^{-\frac{\epsilon_{p}}{\theta}}\left(\frac{\epsilon_{p}}{\Theta}\right)^{\frac{n}{2}-1} d\left(\frac{\epsilon_{p}}{\Theta}\right) \tag{290}
\end{equation*}
$$

Since this value is independent of the coordinates it also represeuts the probability that the kinetic energy of an unspecified system of a canonical ensemble falls within the limits. The form of the last integral also shows that the probability that the ratio of the kinetic energy to the modulus

* Very similar values for $V_{q}, e^{\phi_{q}} \boldsymbol{V}$, and $e^{\phi}$ may be found in the same way in the case discussed in the preceding foot-notes (see pages $54,72,77$, and 79), in which $\dot{\varepsilon}_{q}$ is a quadratic function of the $q$ 's, and $\Delta_{i}$ independent of the $q$ 's. In this case we have

$$
\begin{aligned}
& V=\left(\frac{\Delta_{i}}{\Delta_{q}}\right)^{\frac{1}{2}} \frac{(2 \pi)^{n}\left(\epsilon-\epsilon_{a}\right)^{n}}{\Gamma(n+1)}, \\
& e^{\phi}=\left(\frac{\Delta_{i}}{\Delta_{q}}\right)^{\frac{4}{4}} \frac{(2 \pi)^{n}{ }^{n}\left(\epsilon-\epsilon_{0}\right)^{n-1}}{\Gamma(n)} .
\end{aligned}
$$

falls within given limits is independent also of the value of the modulus, being determined entirely by the number of degrees of freedom of the system and the limiting values of the ratio.

The average value of any function of the kinetic energy, either for the whole ensemble, or for any particular configuration, is given by

$$
\begin{equation*}
\bar{u}=\frac{1}{\Theta_{\Theta^{\frac{n}{2}} \Gamma\left(\frac{1}{2} n\right)}} \int_{0}^{\infty} u e^{-\frac{\epsilon_{p}}{\theta}} \epsilon_{p}^{\frac{n}{2}-1} d \epsilon_{p} \tag{}
\end{equation*}
$$

Thus:

$$
\begin{gather*}
\overline{\epsilon_{p}^{m}}=\frac{\Gamma\left(m+\frac{1}{2} n\right)}{\Gamma\left(\frac{1}{2} n\right)} @^{m}, \quad \text { if } \quad m+\frac{1}{2} n>0 ;  \tag{292}\\
\overline{V_{p}}=\frac{\Gamma(n)}{\Gamma\left(\frac{1}{2} n+1\right) \Gamma\left(\frac{1}{2} n\right)}(2 \pi \Theta)^{\frac{n}{2}} \tag{293}
\end{gather*}
$$

* The corresponding equation for the average value of any function of the potential eacrgy, when this is a quadratic function of the $q$ 's, and $\Delta_{\dot{q}}$ is independent of the $q^{\prime}$ s, is

$$
\bar{u}=\frac{1}{\Theta_{2}^{n} \Gamma\left(\frac{1}{2} n\right)} \int_{\epsilon_{a}}^{\infty} u e^{-\frac{\epsilon_{q}-\epsilon_{a}}{\Theta}}\left(\epsilon_{q}-\epsilon_{a}\right)^{\frac{n}{2}-1} d \epsilon_{q} .
$$

In the same case, the average value of any function of the (total) energy is given by the equation

$$
\bar{u}=\frac{1}{\Theta^{n} \Gamma(n)} \int_{0}^{\infty} u e^{-\frac{\epsilon-\epsilon_{\alpha}}{\Theta}}\left(\epsilon-\epsilon_{a}\right)^{n-1} d \epsilon .
$$

Hence in this case

$$
\begin{aligned}
& \overline{\left(\epsilon_{q}-\epsilon_{a}\right)^{m}}=\frac{\boldsymbol{r}\left(m+\frac{1}{2} n\right)}{\Gamma\left(\frac{1}{2} n\right)} \boldsymbol{\theta}^{m}, \quad \text { if } \quad m+\frac{1}{2} n>0 . \\
& \overline{\left(\epsilon-\epsilon_{a}\right)^{m}}=\frac{\Gamma(m+n)}{\Gamma(n)} \quad \Theta^{m}, \quad \text { if } \quad m+n>0 . \\
& \overline{e^{-\phi_{q}} V_{q}}=e^{-\phi} \boldsymbol{V}=\boldsymbol{\theta}, \\
& \frac{\overline{d \phi_{q}}}{d \epsilon_{q}}=\frac{1}{\boldsymbol{\theta}}, \quad \text { if } \quad n>2, \\
& \overline{\frac{d \phi}{d \boldsymbol{\epsilon}}}=\frac{1}{\boldsymbol{\theta}}, \quad \text { if } \quad n>1 .
\end{aligned}
$$

If $n=1, e^{\phi}=2 \pi$ and $d \phi / d \epsilon=0$ for any value of $\varepsilon$. If $n=2$, the case is the same with respect to $\phi_{q}$.
$\dagger$ This equation has already been proved for positive integral poners of the kinetic energy. See page 77.

$$
\begin{gather*}
\overline{e^{\phi_{p}}}=\frac{\Gamma(n-1)}{\left[\Gamma\left(\frac{1}{2} n\right)\right]^{2}}(2 \pi)^{\frac{n}{2}} e^{\frac{n}{2}-1}, \quad \text { if } \quad n>1 ;  \tag{294}\\
\frac{\overline{d \phi_{p}}}{d \epsilon_{p}}=\frac{1}{ब}, \quad \text { if } \quad n>2 ;  \tag{295}\\
e^{-\phi_{p} V_{\mu}}=0 . \tag{296}
\end{gather*}
$$

If $n=2, \epsilon^{\phi_{p}}=2 \pi$, and $d \phi_{p}{ }^{\prime} d \epsilon_{p}=0$, for any value of $\epsilon_{p}$.
The definitions of $V, V_{q}$, and $V_{p}$ give

$$
\begin{equation*}
V=\iint d V_{p} d V_{q} \tag{297}
\end{equation*}
$$

where the integrations cover all phases for which the energy is less than the limit $\epsilon$, for which the value of $V$ is sought. This gives

$$
\begin{equation*}
V=\int_{V_{q}=0}^{\epsilon_{q}=\epsilon} V_{p} d V_{q} \tag{298}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{\phi}=\frac{d V}{d \epsilon}=\int_{V_{q}=0}^{\epsilon_{q}=\epsilon} e^{\phi_{p}} d V_{q} \tag{299}
\end{equation*}
$$

where $V_{p}$ and $\epsilon^{\phi_{p}}$ are connected with $V_{q}$ by the equation

$$
\begin{equation*}
\epsilon_{p}+\epsilon_{q}=\text { constant }=\epsilon \tag{300}
\end{equation*}
$$

If $n>2, \epsilon^{\phi_{p}}$ vanishes at the upper limit, i.e., for $\epsilon_{p}=0$, and we get by another differentiation

$$
\begin{equation*}
e^{\phi} \frac{d \phi}{d \epsilon}=\int_{V_{q}=0}^{\epsilon_{q}=\bar{\sigma}^{\epsilon}} e^{\phi_{p}} \frac{d \phi_{p}}{d \epsilon_{p}} d V_{q} \tag{301}
\end{equation*}
$$

We may also write

$$
\begin{align*}
& V=\int_{V_{q=0}}^{\epsilon_{q}=\epsilon} V_{p} e^{\phi_{q}} d \epsilon_{q},  \tag{302}\\
& e^{\phi}=\int_{V_{q}=0}^{\epsilon_{q}=\epsilon} e^{\phi_{p}+\phi_{q}} d \epsilon_{q}, \tag{303}
\end{align*}
$$

etc., when $V_{q}$ is a continuous function of $\epsilon_{q}$ commencing with the value $V_{q}=0$, or when we choose to attribute to $V_{q}$ a fictitious continuity commencing with the value zero, as described on page 90.

If we substitute in these equations the values of $V_{p}$ and $\epsilon^{\phi_{p}}$ which we have found, we get

$$
\begin{align*}
& V=\frac{(2 \pi)^{2}}{\Gamma\left(\frac{1}{2} n+1\right)} \int_{\mathcal{V}_{q}=0}^{\epsilon_{q}=\epsilon}\left(\epsilon-\epsilon_{q}\right)^{\frac{n}{2}} d V_{q},  \tag{304}\\
& e^{\phi}=\frac{(2 \pi)^{2}}{\Gamma\left(\frac{n}{2}\right)} \int_{V_{2}=0}^{\frac{n}{\epsilon_{q}}=\epsilon}\left(\epsilon-\epsilon_{q}\right)^{\frac{n}{2}} d V_{q}, \tag{305}
\end{align*}
$$

where $e^{\phi_{q}} d \epsilon_{q}$ may be substituted for $d V_{q}$ in the cases above described. If, therefore, $n$ is known, and $V_{q}$ as function of $\epsilon_{q}, V$ and $\epsilon^{\phi}$ may be found by quadratures.

It appears from these equations that $V$ is always a continuous increasing function of $\epsilon$, commencing with the value $V=$ 0 , even when this is not the case with respect to $V_{q}$ and $\epsilon_{q}$. The same is true of $e^{\phi}$, when $n>2$, or when $n=2$ if $V_{q}$ increases continuously with $\epsilon_{q}$ from the value $V_{q}=0$.

The last equation may be derived from the preceding by differentiation with respect to $\epsilon$. Successive differentiations give, if $h<\frac{1}{2} n+1$,

$$
\begin{equation*}
\frac{d^{h} V}{d \epsilon^{h}}=\int_{V_{q}^{\prime}=0}^{\epsilon_{q}=\epsilon} \frac{d^{h} \widetilde{V}_{p}}{d \epsilon_{p}{ }^{h}} d V_{q}=\frac{(2 \pi)^{\frac{n}{2}}}{\Gamma\left(\frac{1}{2} n+1-h\right)} \int_{V_{q}=0}^{\epsilon_{q}=\epsilon}\left(\epsilon-\epsilon_{q}\right)^{\frac{n}{2}-h} d V_{q} \tag{306}
\end{equation*}
$$

$d^{h} V / d e^{h}$ is therefore positive if $h<\frac{1}{2} n+1$. It is an increasing function of $\epsilon$, if $h<\frac{1}{2} n$. If $\epsilon$ is not capable of being diminished without limit, $d^{h} V / d \epsilon^{h}$ vanishes for the least possible value of $\epsilon$, if $h<\frac{1}{2} n$.
If $n$ is even,

$$
\begin{equation*}
\frac{d^{\frac{n}{2}} V}{d \epsilon^{\frac{n}{2}}}=(2 \pi)^{n}\left(V_{q}\right)_{\epsilon_{q}}=\epsilon \tag{307}
\end{equation*}
$$


When $n$ is large, approxinate formulae will be more available. It will be sufficient to indicate the method proposed, without precise discussion of the limits of its applicability or of the degree of its approximation. For the value of $e^{\phi}$ corresponding to any given $\epsilon$, we have

$$
\begin{equation*}
e^{\phi}=\int_{V_{q}=0}^{\epsilon_{q}=\epsilon} e^{\phi_{p}+\phi_{q}} d \epsilon_{q}=\int_{0}^{\epsilon} e^{\phi_{p}+\phi_{q}} d \epsilon_{p}, \tag{308}
\end{equation*}
$$

where the variables are connected by the equation (300). The maximum value of $\phi_{p}+\phi_{q}$ is therefore characterized by the equation

$$
\begin{equation*}
\frac{d \phi_{p}}{d \epsilon_{p}}=\frac{d \phi_{q}}{d \epsilon_{q}} . \tag{309}
\end{equation*}
$$

The values of $\epsilon_{p}$ and $\epsilon_{q}$ determined by this maximum we shall distinguish by accents, and mark the corresponding values of functions of $\epsilon_{p}$ and $\epsilon_{q}$ in the same way. Now we have by Taylor's theorem

$$
\begin{align*}
\phi_{p} & =\dot{\phi}_{p}^{\prime}+\left(\frac{d \phi_{p}}{d \epsilon_{p}}\right)^{\prime}\left(\epsilon_{p}-\epsilon_{p}^{\prime}\right)+\left(\frac{d^{2} \phi_{p}}{d \epsilon_{p}{ }^{2}}\right)^{\prime} \frac{\left(\epsilon_{p}-\epsilon_{p}^{\prime}\right)^{2}}{2}+\text { etc. }  \tag{310}\\
\phi_{q} & =\phi_{q}^{\prime}+\left(\frac{d \phi_{q}}{d \epsilon_{q}}\right)^{\prime}\left(\epsilon_{q}-\epsilon_{q}^{\prime}\right)+\left(\frac{d^{2} \phi_{q}}{d \epsilon_{q}^{2}}\right)^{\prime} \frac{\left(\epsilon_{q}-\epsilon_{q}^{\prime}\right)}{2}+\text { etc. } \tag{311}
\end{align*}
$$

If the approximation is sufficient without going beyond the quadratic terms, since by ( 300 )

$$
\epsilon_{p}-\epsilon_{p}^{\prime}=-\left(\epsilon_{q}-\epsilon_{q}^{\prime}\right\rangle,
$$

we may write

$$
\begin{equation*}
e^{\phi}=e^{\phi_{p}^{\prime}+\phi_{q}^{\prime}} \int_{-\infty}^{+\infty} e^{\left[\left(\frac{d^{2} \phi_{p}}{d \epsilon_{p}{ }^{2}}\right)^{\prime}+\left(\frac{d^{2} \phi_{q}}{d \epsilon_{q}{ }^{2}}\right)^{\prime}\right]^{\left.\left(\epsilon_{q}-\epsilon_{q}\right)^{\prime}\right)^{2}}} 2 \epsilon_{q} \tag{312}
\end{equation*}
$$

where the limits have been made $\pm \infty$ for analytical simplicity. This is allowable when the quantity in the square brackets has a very large negative value, since the part of the integral
corresponding to other than very small values of $\epsilon_{q}-\epsilon_{q}^{\prime}$ may be regarded as a vanishing quantity.

$$
\begin{align*}
& \text { This gives } \\
& \qquad e^{\phi}=e^{\phi_{p^{\prime}}^{\prime}+\phi_{q}^{\prime}}\left[\frac{-2 \pi}{\left(\frac{d^{2} \phi_{p}}{d \epsilon_{p}^{2}}\right)^{\prime}+\left(d^{2} \phi_{q}\right)^{\prime}}\right]^{\frac{1}{2}} \tag{313}
\end{align*}
$$

or
$\phi=\phi_{p}{ }^{\prime}+\phi_{q}{ }^{\prime}+\frac{1}{2} \log (2 \pi)-\frac{1}{2} \log \left[-\left(\frac{d^{2} \phi_{p}}{d \epsilon_{p}{ }^{2}}\right)^{\prime}-\left(\frac{d^{2} \phi_{q}}{d \epsilon_{q}{ }^{2}}\right)^{\prime}\right]$.
From this equation, with (289), (300) and (309), we may determine the value of $\phi$ corresponding to any given value of $\epsilon$, when $\phi_{q}$ is known as function of $\epsilon_{q}$.

Any two systems may be regarded as together forming a third system. If we have $\boldsymbol{V}$ or $\phi$ given as function of $\epsilon$ for any two systems, we may express by quadratures $V$ and $\phi$ for the system formed by combining the two. If we distinguish by the suffixes ()$_{1},()_{2},()_{12}$ the quantities relating to the three systems, we have easily from the definitions of these quantities

$$
\begin{gather*}
V_{12}=\iint d V_{1} d V_{2}=\int V_{2} d V_{1}=\int V_{1} d V_{2}=\int V_{2} e^{\phi_{2}} d \epsilon_{2},  \tag{315}\\
e^{\phi_{12}}=\int e^{\phi_{2}} d V_{1}=\int e^{\phi_{1}} d V_{2}=\int e^{\phi_{1}+\phi_{2}} d \epsilon_{2} \tag{316}
\end{gather*}
$$

where the double integral is to be taken within the limits

$$
V_{1}=0, V_{2}=0, \text { and } \epsilon_{1}+\epsilon_{2}=\epsilon_{12}
$$

and the variables in the single integrals are connected by the last of these equations, while the limits are given by the first two, which characterize the least possible values of $\epsilon_{1}$ and $\epsilon_{2}$ respectively.

It will be observed that these equations are identical in forn with those by which $V$ and $\phi$ are derived from $V_{p}$ or $\phi_{p}$ and $V_{q}$ or $\phi_{q}$, except that they do not admit in the general case those transformations which result from substituting for $V_{p}$ or $\phi_{p}$ the particular functions which these symbols always represent.

Similar formulae may be used to derive $V_{q}$ or $\phi_{q}$ for the compound system, whel one of these quantities is known as function of the potential energy in each of the systems combined.

The operation represented by such an equation as

$$
e^{\phi_{12}}=\int e^{\phi_{1}} e^{\phi_{2}} d \epsilon_{1}
$$

is identical with one of the fundamental operations of the theory of errors, viz., that of finding the probability of an error from the probabilities of partial errors of which it is made up. It admits a simple geometrical illustration.

We may take a horizontal line as an axis of abscissas, and lay off $\epsilon_{1}$ as an abscissa measured to the right of any origin, and erect $e^{\phi_{1}}$ as a corresponding ordinate, thus determining a certain curve. Again, taking a different origin, we may lay off $\epsilon_{2}$ as abscissas measured to the left, and determine a second curve by erecting the ordinates $e^{\phi_{2}}$. We may suppose the distance between the origins to be $\epsilon_{12}$, the second origin being to the right if $\epsilon_{12}$ is positive. We may determine a third curve by erecting at every point in the line (between the least values of $\epsilon_{1}$ and $\epsilon_{2}$ ) an ordinate which represents the product of the two ordinates belonging to the curves already described. The area between this third curve and the axis of abscissas will represent the value of $e^{\phi_{12}}$. To get the value of this quantity for varying values of $\epsilon_{12}$, we may suppose the first two curves to be rigidly constructed, and to be capable of being moved independently. We may increase or diminish $\epsilon_{12}$ by moving one of these curves to the right or left. The third curve must be constructed anew for each different value of $\epsilon_{12}$.

## CHAPTER IX.

TIIE FUNCTION $\phi$ AND THE CANONICAL DISTRIBCTION.
Is this chapter we shall return to the consideration of the canonical distribution, in order to investigate those properties which are especially related to the function of the energy which we have denoted by $\phi$.
If we denote by $N$, as usual, the total number of systems in the ensemble,

$$
N e^{\frac{\psi-\epsilon}{\theta}+\phi} d \epsilon
$$

will represent the number having energies between the limits $\epsilon$ and $\epsilon+d \epsilon$. The expression

$$
\begin{equation*}
N e^{\frac{\psi-\epsilon}{\theta}+\phi} \tag{317}
\end{equation*}
$$

represents what may be called the density-in-energy. This vanishes for $\epsilon=\infty$, for otherwise the necessary equation

$$
\begin{equation*}
\int_{V=0}^{e=\infty} e^{\frac{\psi-\epsilon}{\theta}+\phi} d \varepsilon=1 \tag{318}
\end{equation*}
$$

could not be fulfilled. For the same reason the density-inenergy will vanish for $\epsilon=-\infty$, if that is a possible value of the energy. Generally, however, the least possible value of the energy will be a finite value, for which, if $n>2$, $e^{\phi}$ will vanish,* and therefore the density-in-energy. Now the density-in-energy is necessarily positive, and since it vanishes for extreme values of the energy if $n>2$, it must have a maximum in such cases, in which the energy may be said to have
its most common or most probable value, and which is determined by the equation

$$
\begin{equation*}
\frac{d \phi}{d \epsilon}=\frac{1}{\left(\Theta^{2}\right.} . \tag{319}
\end{equation*}
$$

This value of $d \phi / d_{\epsilon}$ is also, when $n>2$, its average value in the ensemble. For we have identically, by integration by parts,

$$
\begin{equation*}
\int_{V=0}^{\epsilon=} \frac{d \phi}{d \epsilon} e^{\frac{\psi-\epsilon}{\Theta}+\phi} d \epsilon=\left[e^{\frac{\psi-\epsilon}{\Theta}+\phi}\right]_{V=0}^{\epsilon=\infty}+\frac{1}{\Theta} \int_{V=0}^{\epsilon=\infty} \frac{\psi-\epsilon}{e^{\omega}+\phi} d \epsilon . \tag{320}
\end{equation*}
$$

If $n>2$, the expression in the brackets, which multiplied by $N$ would represent the density-in-energy, vanishes at the limits, and we have by (269) and (318)

$$
\begin{equation*}
\frac{d \phi}{d \epsilon}=\frac{1}{6} . \tag{321}
\end{equation*}
$$

It appears, therefore, that for systems of more than two degrees of freedom, the average value of $d \phi / d \epsilon$ in an ensemble canonically distributed is identical with the value of the same differential coefficient as calculated for the most common energy in the ensemble, both values being reciprocals of the modulus.

Hitherto, in our consideration of the quantities $V, V_{q}, V_{p}, \phi$, $\phi_{q}, \phi_{p}$, we have regarded the external coördinates as constant. It is evident, however, from their defnitions that $V$ and $\phi$ are in general functions of the external coördinates and the energy ( $\epsilon$ ), that $V_{q}$ and $\phi_{q}$ are in gencral functions of the external coördinates and the potential energy ( $\epsilon_{q}$ ). $\quad V_{p}$ and $\phi_{p}$ we have found to be functions of the kinetic energy ( $\epsilon_{p}$ ) alone. In the equation

$$
\begin{equation*}
e^{-\frac{\psi}{\Theta}}=\int_{V=0}^{\epsilon=\infty} e^{-\epsilon} d \epsilon, \tag{322}
\end{equation*}
$$

by which $\psi$ may be determined, $\Theta$ and the external coördinates (contained implicitly in $\phi$ ) are constant in the integration. The equation shows that $\psi$ is a function of these constants.

If their values are varied, we shall have by differentiation, if $n>2$,

$$
\begin{align*}
& e^{-\frac{\psi}{\Theta}}\left(-\frac{1}{\Theta} d \psi+\frac{\psi}{\omega^{2}} d \Theta\right)=\frac{1}{()^{2}} d \Theta \int_{V=0}^{\epsilon=\infty} \epsilon e^{-\frac{\epsilon}{\Theta}+\phi} d \epsilon \\
& +d a_{1} \int_{V=0}^{\epsilon-\infty} \frac{d \phi}{d a_{1}} e^{-\frac{\epsilon}{\Theta}+\phi} d \epsilon+d a_{2} \int_{V=0}^{\epsilon=\infty} \frac{d \phi}{d a_{2}} e^{-\frac{\epsilon}{\Theta}+\phi} d \epsilon+\text { ete. } \tag{323}
\end{align*}
$$

(Since $e^{\phi}$ vanishes with $V$, when $n>2$, there are no terms due to the variations of the limits.) Hence by (269)

$$
\begin{equation*}
-\underset{\Theta}{\Theta} d \psi+\frac{\psi}{\Theta^{2}} d \Theta=\frac{\bar{\epsilon}}{\Theta^{2}} d \Theta+\frac{\overline{d \phi}}{d a_{1}} d a_{1}+\frac{\overline{d \phi}}{d a_{2}} d a_{2}+\text { etc. } \tag{324}
\end{equation*}
$$

or, since

$$
\begin{gather*}
\frac{\psi+\bar{\epsilon}}{\Theta}=\bar{\eta}  \tag{325}\\
d \psi=\bar{\eta} d \Theta-\Theta \frac{\overline{d \phi}}{d a_{1}} d a_{1}-\Theta \frac{\bar{\phi} \overline{ }}{d a_{2}} d a_{2}-\text { etc. } \tag{326}
\end{gather*}
$$

Comparing this with (112), we get

$$
\begin{equation*}
\frac{\overline{d \phi}}{d a_{1}}=\frac{\overline{A_{1}}}{\sigma}, \frac{\overline{d \phi}}{d a_{2}}=\frac{\overline{A_{2}}}{0}, \text { etc. } \tag{327}
\end{equation*}
$$

The first of these equations might be written*

$$
\begin{equation*}
{\overline{\left(\frac{d \phi}{d a_{1}}\right)_{\epsilon, a}}}=-{\left.\overline{\left(\frac{d \phi}{d \epsilon}\right.}\right)_{a}\left(\frac{d \epsilon}{d a_{1}}\right)}_{a, q} \tag{328}
\end{equation*}
$$

but must not be confounded with the equation

$$
\begin{equation*}
\overline{\left(\frac{d \phi}{d a_{1}}\right)_{\epsilon, a}}=-{\overline{\left(\frac{d \phi}{d \epsilon}\right)_{a}\left(\frac{d \epsilon}{d a_{1}}\right)_{\phi, a}}}^{\text {and }} \tag{329}
\end{equation*}
$$

which is derived immediately from the identity

$$
\begin{equation*}
\left(\frac{d \phi}{d a_{1}}\right)_{\epsilon, a}=-\left(\frac{d \phi}{d \epsilon}\right)_{a}\left(\frac{d \epsilon}{d a_{1}}\right)_{\phi, a} \tag{330}
\end{equation*}
$$

* See equations (321) and (104). Suffixes are here added to the differential coefficients, to make the meaning perfectly distinct, although the same quantities may be written elsewhere without the suffixes, when it is believed that there is no danger of misapprehension. The suffixes indicate the quantities which are constant in the differentiation, the single letter $a$ standing for all the letters $a_{1}, a_{2}$, etc., or all except the one which is explicitly varied.

Moreover, if we eliminate $d \psi$ from (326) by the equation

$$
\begin{equation*}
d \psi=\Theta d \bar{\eta}+\bar{\eta} d \Theta+d \bar{\epsilon}, \tag{331}
\end{equation*}
$$

obtained by differentiating (325), we get

$$
\begin{equation*}
d \vec{\epsilon}=-\Theta d \bar{\eta}-\Theta \frac{d \bar{\phi}}{d a_{1}} d a_{1}-\Theta \frac{\overline{d \phi}}{d a_{2}} d a_{2}-\text { ttc. } \tag{332}
\end{equation*}
$$

or by (321),

$$
\begin{equation*}
-\vec{d}=\frac{\overline{d \phi}}{d \epsilon} d \bar{\epsilon}+\frac{\overline{d \phi}}{d a_{1}} d a_{1}+\frac{\overline{d \phi}}{d a_{2}} d a_{2}+\text { etc. } \tag{333}
\end{equation*}
$$

Except for the signs of average, the second member of this equation is the same as that of the identity

$$
\begin{equation*}
d \phi=\frac{d \phi}{d \epsilon} d \epsilon+\frac{d \phi}{d a_{1}} d a_{1}+\frac{d \phi}{d a_{2}} d a_{2}+\text { etc. } \tag{334}
\end{equation*}
$$

For the more precise comparison of these equations, we may suppose that the energy in the last equation is some definite and fairly representative energy in the ensemble. For this purpose we might choose the average energy. It will perhaps be more convenient to choose the most common energy, which we shall denote by $\epsilon_{0}$. The same suffix will be applied to functions of the energy determined for this value. Our identity then becomes

$$
\begin{equation*}
d_{\phi_{0}}=\left(\frac{d \phi}{d \epsilon}\right)_{0} d \epsilon_{0}+\left(\frac{d \phi}{d a_{1}}\right)_{0} d a_{1}+\left(\frac{d \phi}{d a_{2}}\right)_{0} d a_{2}+\text { etc. } \tag{335}
\end{equation*}
$$

It has been shown that

$$
\begin{equation*}
\frac{\overline{d \phi}}{d \epsilon}=\left(\frac{d \phi}{d \epsilon}\right)_{0}=\frac{1}{\varrho} \tag{336}
\end{equation*}
$$

when $n>2$. Moreover, since the external coördinates have constant values throughout the ensemble, the values of $d \phi / d a_{1}, d \phi / d a_{2}$, etc. vary in the ensemble only on account of the variations of the energy ( $\epsilon$ ), which, as we have seen, may be regarded as sensibly constant throughout the ensemble, when $n$ is very great. In this case, therefore, we may regard the average values

$$
\frac{\bar{d}}{d a_{1}}, \frac{\bar{d} \phi}{\bar{d} a_{2}}, \text { ctc., }
$$

as practically equivalent to the values relating to the most common energy

$$
\left(\frac{d \phi}{l a_{1}}\right)_{0}, \quad\left(\frac{d \phi}{d a_{2}}\right)_{0}, \quad \text { etc. }
$$

In this case also $d \bar{\epsilon}$ is practically equivalent to $d \epsilon_{0}$. We have therefore, for very large values of $n$,

$$
\begin{equation*}
-d \bar{\eta}=d \phi_{0} \tag{337}
\end{equation*}
$$

approximately. That is, exeept for an additive constant, $-\bar{\eta}$ may be regarded as practically equivalent to $\phi_{0}$, when the number of degrees of freedom of the system is very great. It is not meant by this that the variable part of $\bar{\eta}+\phi_{0}$ is numerically of a lower order of magnitude than unity. For when $n$ is very great, $-\bar{\eta}$ and $\phi_{0}$ are very great, and we can only conclude that the variable part of $\bar{\eta}+\phi_{0}$ is insignificant compared with the variable part of $\bar{\eta}$ or of $\phi_{0}$, taken separately.

Now we have already noticed a certain correspondence between the quantities $\Theta$ and $\vec{\eta}$ and those which in thermodynamics are called temperature and entropy. The property just demonstrated, with those expressed by equation (336), therefore suggests that the quantities $\phi$ and $d \epsilon / d \phi$ may also correspond to the thermodynamic notions of entropy and temperature. We leave the diseussion of this point to a subsequent chapter, and only mention it here to justify the somewhat detailed investigation of the relations of these quantities.

We may get a clearer view of the limiting form of the relations when the number of degrees of freedom is indefinitely increased, if we expand the function $\phi$ in a series arranged according to ascending powers of $\epsilon-\epsilon_{0}$. This expansion may be written
$\phi=\phi_{0}+\left(\frac{d \phi}{d \epsilon}\right)_{0}\left(\epsilon-\epsilon_{0}\right)+\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0} \frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}+\left(\frac{d^{3} \phi}{d \epsilon^{\overline{6}}}\right)_{0} \frac{\left(\epsilon-\epsilon_{0}\right)^{8}}{13}+$ etc.
Adding the identical equation

$$
\frac{\psi-\epsilon}{\Theta}=\frac{\psi-\epsilon_{0}}{\Theta}-\frac{\epsilon-\epsilon_{0}}{\Theta}
$$

we get by (336)
$\frac{\psi-\epsilon}{\Theta}+\phi=\frac{\psi-\epsilon_{0}}{\Theta}+\phi_{0}+\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right) \frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}+\left(\frac{d^{3} \phi}{d \epsilon^{3}}\right) \frac{\left(\epsilon-\epsilon_{0}\right)^{8}}{3}+$ etc.
Substituting this value in

$$
\int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{\psi-\epsilon} d \epsilon
$$

which expresses the probability that the energy of an unspecified system of the ensemble lies between the limits $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$, we get

$$
\begin{equation*}
e^{\frac{\psi-\epsilon_{0}}{\Theta}+\phi_{0}} \int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right) \frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}+\left(\frac{d^{3} \phi}{d \epsilon^{3}}\right) \frac{\left(\epsilon-\epsilon_{0}\right)^{8}}{13}+\text { etc. }} d \epsilon \tag{340}
\end{equation*}
$$

When the number of degrees of freedon is very great, and $\epsilon-\epsilon_{0}$ in consequence very small, we may neglect the higher powers and write*

$$
\begin{equation*}
e^{\frac{\psi \epsilon_{0}}{\Theta}+\phi_{0}} \int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right) \frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}} d \epsilon \tag{341}
\end{equation*}
$$

This shows that for a very great number of degrees of freedom the probability of deviations of energy from the most probable value ( $\epsilon_{0}$ ) approaches the form expressed by the 'law of errors.' With this approximate law, we get

* If a higher degree of accuracy is desired than is afforded by this formula, it may be multiplied by the series obtained from

$$
e^{\left(\frac{d 3^{3} \phi}{d \epsilon^{3}}\right)_{0} \frac{\left(\mathrm{t}-\epsilon_{0}\right)^{3}}{\frac{3}{3}}+\mathrm{etc} .}
$$

by the ordinary formula for the expansion in series of an exponential function. There would be no esperial analytical difficulty in taking account of a moderate number of terms of such a series, which would commence

$$
1+\left(\frac{d^{3} \phi}{d \epsilon^{3}}\right)_{0} \frac{\left(\epsilon-\epsilon_{0}\right)^{8}}{13}+\left(\frac{d^{4} \phi}{d \epsilon^{4}}\right)_{0} \frac{\left(\epsilon-\epsilon_{0}\right)^{4}}{\underline{4}}+\text { etc }
$$

$$
\begin{gather*}
e^{\frac{\psi-\epsilon_{0}}{\theta}+\phi_{0}}\left(\frac{-2 \pi}{\left(\frac{l^{2} \phi}{d \epsilon^{2}}\right)}\right)^{\frac{1}{0}}=1,  \tag{342}\\
\bar{\epsilon}=\epsilon_{0}, \quad\left(\overline{\left.\epsilon-\epsilon_{0}\right)^{2}}=-\left(\frac{d^{3} \phi}{d \epsilon^{2}}\right)^{-},\right. \tag{343}
\end{gather*}
$$

whence

$$
\begin{equation*}
\frac{\psi-\epsilon_{0}}{(\pi}+\phi_{0}=\frac{1}{2} \log \frac{\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}}{-2 \pi}=-\frac{1}{2} \log \left(2 \pi \overline{(\epsilon-\bar{\epsilon})^{2}}\right) \tag{344}
\end{equation*}
$$

Now it has been proved in Chapter VII that

$$
\overline{(\epsilon-\bar{\epsilon})^{2}}=\frac{2}{n} \frac{d \bar{\epsilon}}{d \bar{\epsilon}_{p}} \bar{\epsilon}_{p}^{2}
$$

We have therefore

$$
\bar{\eta}+\phi_{0}=\frac{\psi-\bar{\epsilon}}{\Theta}+\phi_{0}=-\frac{1}{2} \log \left(2 \pi\left(\overline{\epsilon-\bar{\epsilon})^{2}}\right)=-\frac{1}{2} \log \left(\frac{4 \pi}{n} \frac{d \bar{\epsilon}}{d \bar{\epsilon}} \bar{\epsilon}_{p}^{2}\right)\right.
$$

approximately. The order of magnitude of $\bar{\eta}-\phi_{0}$ is therefore that of $\log n$. This magnitude is mainly constant. The order of magnitude of $\bar{\eta}+\phi_{0}-\frac{1}{2} \log n$ is that of unity. The order of magnitude of $\phi_{0}$, and therefore of $-\bar{\eta}$, is that of $n$.*

Equation (338) gives for the first approximation

$$
\begin{gather*}
\bar{\phi}-\phi_{0}=\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}^{\frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}}=-\frac{1}{2},  \tag{346}\\
\overline{\left(\phi-\phi_{0}\right)\left(\epsilon-\epsilon_{0}\right)}=\frac{\overline{\left(\epsilon-\epsilon_{0}\right)^{2}}}{\Theta}=\frac{d \bar{\epsilon}}{d \bar{\epsilon}} \bar{\epsilon}_{p},  \tag{347}\\
\overline{\left(\phi-\phi_{0}\right)^{2}}=\frac{\overline{\left(\epsilon-\epsilon_{0}\right)^{2}}}{\Theta^{2}}=\frac{n}{2} \frac{d \bar{\epsilon}}{d \overline{\epsilon_{p}}} \tag{348}
\end{gather*}
$$

The members of the last equation have the order of magnitude of $n$. Equation (338) gives also for the first approximation

$$
\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}=\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}\left(\epsilon-\epsilon_{0}\right),
$$

* Compare (289), (314).
whence

$$
\begin{gather*}
\left(\frac{d \phi}{d \epsilon}-\frac{1}{(6)}\right)\left(\epsilon-\epsilon_{0}\right) \tag{349}
\end{gather*}=\binom{d^{2} \phi}{d \epsilon^{2}}_{0} \overline{\left(\epsilon-\epsilon_{0}\right)^{2}}=-1, ~=\frac{1}{\left(\frac{l \phi}{d \epsilon}-\frac{1}{\Theta}\right)^{2}}=\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}^{2} \overline{\left(\epsilon-\epsilon_{0}\right)^{2}}=\frac{1}{\left(\epsilon-\epsilon_{0}\right)^{2}}=-\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0} .
$$

This is of the order of magnitude of $\pi .{ }^{*}$
It should be observed that the approximate distribution of the ensemble in energy according to the 'law of errors' is not dependent on the particular form of the function of the energy which we have assumed for the index of probability ( $\eta$ ). In any case, we must have

$$
\begin{equation*}
\int_{v=0}^{\epsilon=\infty} e^{n+\phi} d \epsilon=1 \tag{351}
\end{equation*}
$$

where $e^{\eta+\phi}$ is necessarily positive. This requires that it shall vanish for $\epsilon=\infty$, and also for $\varepsilon=-\infty$, if this is a possible value. It has been shown in the last chapter that if $\epsilon$ has a (finite) least possible value (which is the usual casc) and $n>2, e^{\phi}$ will vanish for that least value of $\epsilon$. In general therefore $\eta+\phi$ will have a maximum, which determines the most probable value of the energy. If we denote this value by $\epsilon_{0}$, and distinguish the corresponding values of the functions of the energy by the same suffix, we shall have

$$
\begin{equation*}
\left(\frac{d \eta}{d \epsilon}\right)_{0}+\left(\frac{d \phi}{d \epsilon}\right)_{0}=0 \tag{352}
\end{equation*}
$$

The probability that an unspecified system of the ensemble

* We shall find hereafter that the equation

$$
\overline{\left(\frac{d \phi}{d \epsilon}-\frac{1}{\ominus}\right)(\epsilon-\bar{\epsilon})}=-1
$$

is exact for any value of $n$ greater than 2 , and that the equation

$$
\overline{\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right)^{2}}=-\frac{d^{2} \phi}{d \epsilon^{2}}
$$

is exact for any value of $n$ greater than 4.
falls within any given limits of energy ( $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$ ) is represented by

$$
\int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{n+\phi} d \epsilon
$$

If we expand $\eta$ and $\phi$ in ascending powers of $\epsilon-\epsilon_{0}$, without going beyond the squares, the probability that the energy falls within the given limits takes the form of the 'law of errors' -

$$
\begin{equation*}
e^{\phi_{0}+\eta_{0}} \int_{\epsilon^{\prime}}^{\epsilon^{\prime \prime}} e^{\left[\left(\frac{d^{2} \eta}{d \epsilon^{2}}\right)_{0}+\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}\right] \frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2}} d \epsilon . \tag{353}
\end{equation*}
$$

This gives
and

$$
\begin{gather*}
\eta_{0}+\phi_{0}=\frac{1}{2} \log \left[\frac{-1}{2 \pi}\left(\frac{d^{2} \eta}{d \epsilon_{2}^{2}}\right)_{0}-\frac{1}{2 \pi}\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}\right]  \tag{354}\\
\overline{\left(\epsilon-\epsilon_{0}\right)^{2}}=\left[-\left(\frac{d^{2} \eta}{d \epsilon^{2}}\right)_{0}-\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0}\right]^{-1} \tag{355}
\end{gather*}
$$

We shall have a close approximation in general when the quantities equated in (355) are very small, i. e., when

$$
\begin{equation*}
-\left(\frac{d^{2} \eta}{d \epsilon^{2}}\right)_{0}-\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)_{0} \tag{356}
\end{equation*}
$$

is very great. Now when $n$ is very great, $-d^{2} \phi / d \epsilon^{2}$ is of the same order of magnitude, and the condition that (356) shall be very great does not restrict very much the nature of the function $\eta$.

We may obtain other properties pertaining to average values in a canonical ensemble by the method used for the average of $d \phi / d_{\epsilon}$. Let $u$ be any function of the energy, either alone or with $\Theta$ and the external coordinates. The average value of $u$ in the ensemble is determined by the equation

$$
\begin{equation*}
\bar{u}=\int_{V=0}^{\epsilon=\infty} u e^{\frac{\psi-\epsilon}{\Theta}+\phi} d \epsilon . \tag{357}
\end{equation*}
$$

Now we have identically

$$
\int_{V=0}^{=\infty}\left(\frac{d u}{d \epsilon}-\frac{u}{\theta}+u \frac{d \phi}{d \epsilon}\right) e^{\frac{\psi-\epsilon}{\theta}+\phi} d \epsilon=\left[u e^{\psi-\epsilon}+\phi\right]_{V=0}^{\xi=\infty}(358)
$$

Therefore, by the preceding equation

$$
\begin{equation*}
\frac{\bar{u}}{d \epsilon}-\frac{\bar{u}}{\Theta}+\overline{u \frac{d \phi}{d \epsilon}}=\left[u e^{\frac{\psi-\epsilon}{\boldsymbol{\theta}}+\phi}\right]_{V=0}^{\epsilon=\infty} \tag{359}
\end{equation*}
$$

If we set $u=1$, (a value which need not be excluded,) the second member of this equation vanishes, as shown on page 101 , if $n>2$, and we get

$$
\begin{equation*}
\frac{d \bar{\phi}}{d \epsilon}=\frac{1}{\Theta}, \tag{360}
\end{equation*}
$$

as before. It is evident from the same considerations that the second member of (359) will always vanish if $n>2$, unless $u$ becomes infinite at one of the limits, in which case a more careful examination of the value of the expression will be necessary. To facilitate the discussion of such cases, it will be convenient to introduce a certain limitation in regard to the nature of the system considered. We have necessarily supposed, in all our treatment of systems canonically distributed, that the system considered was such as to be capable of the canonical distribution with the given value of the modulus. We shall now suppose that the system is such as to be capable of a canonical distribution with any (finite) $\dagger$ modulus. Let us see what eases we exclude by this last limitation.

* A more general equation, which is not limited to ensembles canonically distributed, is

$$
\frac{\overline{d u}}{d \epsilon}+\overline{u \frac{d \eta}{d \epsilon}}+\overline{u \frac{d \phi}{d \epsilon}}=\left[u e^{\eta+\phi}\right]_{\Gamma=0}^{E=\infty}
$$

where $\eta$ denotes, as usual, the index of probability of phase.
$\dagger$ The term finite applied to the modulus is inteaded to exclude the value zero as well as inflinity.

The impossibility of a canonical distribution occurs when the equation

$$
\begin{equation*}
e^{-\frac{\psi}{\theta}}=\int_{V=0}^{\epsilon=\infty} e^{-\frac{\epsilon}{\theta}+\phi} d \epsilon \tag{361}
\end{equation*}
$$

fails to determine a finite value for $\psi$. Evidently the equation cannot make $\psi$ an infinite positive quantity, the impossibility therefore occurs when the equation makes $\psi=-\infty$. Now we get easily from (191)

$$
d \frac{\psi}{\Theta}=-\frac{\bar{\epsilon}}{\Theta^{2}} d \Theta
$$

If the canonical distribution is possible for any values of $\Theta$, we can apply this equation so long as the canonical distribution is possible. The equation shows that as $\Theta$ is increased (without becoming infinite) - $\psi$ cannot become infinite unless $\bar{\epsilon}$ simultaneously becomes infinite, and that as $\Theta$ is decreased (without becoming zero) $-\psi$ cannot become infinite unless simultaneously $\bar{\epsilon}$ becomes an infinite negative quantity. The corresponding cascs in thermodynamics would be bodies which could absorb or give out an infinite amount of heat without passing certain limits of temperature, when no external work is done in the positive or negative sense. Such infinite values present no analytical difficulties, and do not contradict the gencral laws of mechanics or of thermodynamies, but they are quite foreign to our ordinary experience of nature. In excluding such cases (which are certainly not entirely devoid of intercst) we do not exclude any which are analogous to any actual cases in thermodynamics.

We assume then that for any finite value of $\Theta$ the second member of (361) has a finite value.
When this condition is fulfilled, the second member of (359) will vanish for $u=e^{-\phi} V$. For, if we set $\Theta^{\prime}=2 \Theta$,

$$
e^{-\frac{\epsilon}{\theta}} V=e^{-\frac{\epsilon}{\theta}} \int_{V=0}^{\epsilon \phi} e^{\epsilon} d \epsilon \leqq e^{-\frac{\epsilon}{\theta^{\prime}}} \int_{\nabla=0}^{\epsilon} e^{-\frac{\epsilon}{\theta^{\prime}}+\phi} d \epsilon \leqq e^{-\frac{\epsilon^{\prime}}{\theta^{\prime}}} e^{-\psi^{\prime} \boldsymbol{\theta}^{\prime}}
$$

where $\psi^{\prime}$ denotes the value of $\psi$ for the modulus $\Theta^{\prime}$ '. Since the last member of this formula vanishes for $\epsilon=\infty$, the less value represented by the first member must also vanish for the same value of $\epsilon$. Therefore the second member of (359), which differs only by a constant factor, vanishes at the upper limit. The case of the lower limit remains to be considered. Now

$$
e^{-\frac{\epsilon}{\Theta}} V \leqq \int_{V=0}^{\epsilon} e^{-\frac{\epsilon}{\Theta}+\varphi} d \epsilon
$$

The second member of this formula evidently vanishes for the value of $\epsilon$, which gives $V=0$, whether this be finite or negative infinity. Therefore, the second member of (359) vanishes at the lower limit also, and we have
or

$$
\begin{gather*}
1-\overline{e^{-\phi} V \frac{d \phi}{d \epsilon}}-\overline{e^{-\phi} V}+\overline{e^{-\phi} V \frac{d \phi}{d \epsilon}}=0 \\
\overline{e^{-\phi} V}=\Theta . \tag{362}
\end{gather*}
$$

This equation, which is subject to no restriction in regard to the value of $n$, suggests a connection or analogy between the function of the energy of a system which is represented by $\epsilon^{-\phi} V$ and the notion of temperature in thermodynamics. We shall return to this subject in Chapter XIV.

If $n>2$, the second member of (359) may easily be shown to vanish for any of the following values of $u \mathrm{viz} .: \phi, e^{\phi}, \epsilon$, $\epsilon^{m}$, where $m$ denotes any positive number. It will also vanish, when $n>4$, for $u=d \phi / d \epsilon$, and when $n>2 h$ for $u=e^{-\phi} d^{h} V / d \epsilon^{h}$. When the seeond member of (359) vanishes, and $n>2$, we may write

$$
\begin{equation*}
\overline{(u-\bar{u})\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right)}=\overline{u \frac{d \phi}{d \epsilon}}-\frac{\bar{u}}{\Theta}=-\frac{\overline{d u}}{d \epsilon} . \tag{363}
\end{equation*}
$$

We thus obtain the following equations:
If $n>2$,

$$
\begin{equation*}
\overline{(\phi-\bar{\phi})\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right)}=\bar{\phi} \frac{d \phi}{d \epsilon}-\frac{\bar{\phi}}{\Theta}=-\frac{1}{\Theta} \tag{364}
\end{equation*}
$$

$$
\begin{gather*}
\left.\overline{\left(e^{\phi}-\overline{e^{\phi}}\right)\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right.}\right)=\overline{e^{\phi} \frac{d \phi}{d \epsilon}}-\frac{\overline{e^{\phi}}}{\Theta}=-\overline{e^{\phi} \frac{d \phi}{d \epsilon}},  \tag{365}\\
2 \overline{e^{\phi} \frac{d \phi}{d \epsilon}}=\overline{e^{\phi}} \frac{\overline{d \phi}}{d \epsilon}=\frac{\overline{e^{\bar{\phi}}}}{\Theta},  \tag{366}\\
\overline{(\epsilon-\bar{\epsilon})\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right)}=\bar{\epsilon} \frac{d \phi}{d \epsilon}-\frac{\bar{\epsilon}}{\Theta}=-1,  \tag{367}\\
\left(\overline{\left.\epsilon^{m}-\overline{\epsilon^{m}}\right)\left(\frac{d \phi}{d \epsilon}-\frac{1}{\Theta}\right)}=\overline{\epsilon^{m}} \frac{d \phi}{d \epsilon}-\frac{\overline{\epsilon^{n}}}{\Theta}=-m \overline{\epsilon^{m-1}} .\right. \tag{368}
\end{gather*}
$$

If $n>4$,

$$
\begin{equation*}
\overline{\left(\frac{d \phi}{d \epsilon}-\frac{1}{\varrho}\right)^{2}}=\overline{\left(\frac{d \phi}{d \epsilon}\right)^{2}}-\frac{1}{\Theta^{2}}=-\overline{\left(\frac{d^{2} \phi}{d \epsilon^{2}}\right)^{2}} \tag{369}
\end{equation*}
$$

If $n>2 h$,

$$
\overline{e^{-\phi} \frac{d^{h} V}{d \epsilon^{h}} \frac{d \phi}{d \epsilon}}-\frac{1}{\Theta} \overline{e^{-\phi} \frac{d^{h} V}{d \epsilon^{h}}}=\overline{e^{-\phi} \frac{d^{h} V}{d \epsilon^{h}} \frac{d \phi}{d \epsilon}}-\overline{e^{-\phi \frac{d^{h+1} V}{d \epsilon^{h+1}}}}
$$

or

$$
\begin{equation*}
\overline{e^{-\phi} \frac{d^{h+1} V}{d \epsilon^{h+1}}}=\frac{1}{\varrho} \overline{e^{-\phi} \frac{d^{h} V}{d \epsilon^{h}}} \tag{370}
\end{equation*}
$$

whence

$$
\begin{equation*}
\overline{e^{-\phi} \frac{d^{h+1} V}{d \epsilon^{h+1}}}=\frac{1}{\Theta^{0^{i}}} \tag{371}
\end{equation*}
$$

Giving $h$ the values $1,2,3$, etc., we have

$$
\begin{gathered}
\frac{\overline{d \phi}}{d \epsilon}=\frac{1}{\Theta}, \quad \text { if } n>2, \\
\overline{d^{2} \phi} \\
d \epsilon^{2} \\
\hline\left(\frac{d \phi}{d \epsilon}\right)^{2} \\
=\frac{1}{\Theta^{2}} \quad \text { if } n>4,
\end{gathered}
$$

as already obtained. Also

$$
\begin{equation*}
\frac{\overline{d^{3} \phi}}{d \epsilon^{8}}+3 \overline{\frac{d^{2} \phi d \phi}{d \epsilon^{2}}}+\overline{\left(\frac{d \phi}{d \epsilon}\right)^{3}}=\frac{1}{\Theta^{8}} \quad \text { if } n>6 . \tag{372}
\end{equation*}
$$

* This equation may also be obtained from equations (252) and (321). Compare also equation (349) which was derived by an approximative method. $\dagger$ Compare equation (350), obtained by an approximative method.

If $V_{q}$ is a continuous increasing function of $\epsilon_{q}$ commencing with $V_{q}=0$, the average value in a canonical ensemble of any function of $\epsilon_{q}$, either alone or with the modulus and the external coördinates, is given by equation (275), which is identical with (357) except that $\epsilon, \phi$, and $\psi$ have the suffix ( ) $q^{\text {. The }}$ equation may be transformed so as to give an equation identical with (359) except for the suffixes. If we add the same suffixes to equation (361), the finite value of its nembers will determine the possibility of the canonical distribution.

From these data, it is easy to derive equations similar to (360), (362)-(372), except that the conditions of their validity must be differently stated. The equation

$$
\overline{e^{-\phi_{q}} V_{q}}=\Theta
$$

requires only the condition already mentioned with respect to $V_{q}$. This equation corresponds to (362), which is subject to no restriction with respect to the value of $n$. We may observe, however, that $V$ will always satisfy a condition similar to that mentioned with respect to $V_{q}$.

If $V_{q}$ satisfies the condition mentioned, and $e^{\phi_{q}}$ a similar condition, i.e., if $e^{\phi_{q}}$ is a continuous increasing function of $\epsilon_{q}$, commencing with the value $\epsilon^{\phi_{q}}=0$, equations will hold similar to those given for the case when $n>2$, viz., similar to (360), (364)-(368). Especially important is

$$
\frac{\overline{d \phi_{q}}}{d \epsilon_{q}}=\frac{1}{\theta} .
$$

If $V_{q}, e^{\phi_{q}}$ (or $d V_{q} / d \epsilon_{q}$ ), $d^{2} V_{q} / d \epsilon_{q}{ }^{2}$ all satisfy similar conditions, we shall have an equation similar to (369), which was subject to the condition $n>4$. And if $d^{3} V_{q} / d \epsilon_{q}{ }^{3}$ also satisfies a similar condition, we shall have an equation similar to (372), for which the condition was $n>6$. Finally, if $V_{q}$ and $h$ successive differential coefficients satisfy conditions of the kiud mentioned, we shall have equations like (370) and (371) for which the condition was $n>2 h$.

These conditions take the place of those given above relating to $n$. In fact, we might give conditions relating to the differential coefficients of $V$, similar to those given relating to the differential coefficients of $V_{q}$, instead of the conditions relating to $n$, for the validity of equations (360), (363)-(372). This would somewhat extend the application of the equations.

## CHAPTER X.

ON A DISTRIPUTION IN PHASE CALLED MHCROCANONICAL IN WHICH ALL THE SYSTEMS IIAVE

THE SAME ENERGY.
An important case of statistical equilibrium is that in which all systems of the ensemble have the same energy. We may arrive at the notion of a distribution which will satisfy the necessary conditions by the following process. We may suppose that an ensemble is distributed with a uniform den-sity-in-phase between two limiting values of the energy, $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$, and with density zero outside of those limits. Such an ensemble is evidently in statistical equilibrium according to the criterion in Chapter IV, since the density-in-phase may be regarded as a function of the energy. By diminishing the difference of $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$, we may diminish the differences of energy in the ensemble. The limit of this process gives us a permanent distribution in which the energy is constant.

We should arrive at the same result, if we sbould make the density any function of the energy between the limits $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$, and zero outside of those limits. Thus, the limiting distribution obtained from the part of a canonical ensemble between two limits of energy, when the difference of the limiting energies is indefinitely diminished, is independent of the modulus, being determined entirely by the energy, and is identical with the limiting distribution obtained from a uniform density between limits of encrgy approaching the same value.

We shall call the limiting distribution at which we arrive by this process microcanonical.

We shall find horvever, in certain cases, that for certain values of the energy, viz., for those for which $e^{\phi}$ is infinite,
this process fails to define a limiting distribution in any such distinct sense as for other values of the energy. The difficulty is not in the process, but in the nature of the case, being entirely analogous to that which we meet when we try to find a canonical distribution in cases when $\psi$ becomes infinite. We have not regarded such cases as affording true cxamples of the canonical distribution, and we shall not regurd the cases in which $e^{\phi}$ is infinite as affording true examples of the microcanonical distribution. We shall in fact find as we go on that in such cases our most important formulae become illusory.

The use of formulae relating to a canonical ensemble which contain $e^{\phi} d \epsilon$ instead of $d p_{1} \ldots d q_{n}$, as in the preceding chapters, amounts to the consideration of the ensemble as divided into an infinity of microcanonical elements.

From a certain point of view, the microcanonical distribution may seem more simple than the canonical, and it has perhaps been more studied, and been regarded as more closely related to the fundamental notions of thermodynamics. To, this last point we shall return in a subsequent chapter. It is sufficient here to remark that analytically the canonical distribution is much more manageable than the microcanonical.

We may sometimes avoid difficulties which the microcanonical distribution presents by regarding it as the result of the following process, which involves conceptions less simple but more amenable to analytical treatment. We may suppose an ensemble distributed with a density proportional to

$$
e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}},
$$

where $\omega$ and $\epsilon^{\prime}$ are constants, and then diminish indefinitely the value of the constant $\omega$. Here the density is nowhere zero until we come to the limit, but at the limit it is zero for all energies except $\epsilon^{\prime}$. We thus avoid the analytical complication of discontinuities in the value of the density, which require the use of integrals with inconvenient limits.
In a microcanonical ensemble of systems the energy ( $\epsilon$ ) is constant, but the kinetic energy ( $\epsilon_{p}$ ) and the potential energy
$\left(\epsilon_{q}\right)$ vary in the different systems, subject of course to the condition

$$
\begin{equation*}
\epsilon_{p}+\epsilon_{q}=\epsilon=\text { constant. } \tag{373}
\end{equation*}
$$

Our first inquiries will relate to the division of energy into these two parts, and to the average values of functions of $\epsilon_{p}$ and $\epsilon_{q}$.

We shall use the notation $\bar{u}_{\epsilon}$ to denote an average value in a microcanonical ensemble of energy $\epsilon$. An average value in a canonical ensemble of modulus $\Theta$, which has hitherto been denoted by $\bar{u}$, we shall in this chapter denote by $\bar{u}_{\theta}$, to distinguish more clearly the two kinds of averages.

The extension-in-phase within any limits which can be given in terms of $\epsilon_{p}$ and $\epsilon_{q}$ may be expressed in the notations of the preceding chapter by the double integral

$$
\iint d V_{p} d V_{q}
$$

taken within those limits. If an ensemble of systems is distributed within those limits with a uniform density-in-phase, the average value in the ensemble of any function ( $u$ ) of the kinetic and potential energies will be expressed by the quotient of integrals

$$
\frac{\iint u d V_{p} d V_{q}}{\iint d V_{p} d V_{q}}
$$

Since $d V_{p}=e^{\phi_{p}} d \epsilon_{p}$, and $d \epsilon_{p}=d \epsilon$ when $\epsilon_{q}$ is constant, the expression may be written

$$
\frac{\iint u e^{\phi_{p}} d \epsilon d V_{q}}{\iint e^{\phi_{p}} d \epsilon d V_{q}}
$$

To get the average value of $u$ in an ensemble distributed microeanonically with the energy $\epsilon$, we must make the integrations cover the extension-in-phase between the energies $\epsilon$ and $\epsilon+d \epsilon$. This gives

$$
\bar{u}_{\epsilon}=\frac{d \epsilon \int_{q=0}^{\epsilon_{q}} \int_{\bar{\epsilon}}^{\epsilon} u e^{\phi_{p}} d V_{q}}{\epsilon_{q}=\epsilon}
$$

But by (299) the value of the integral in the denominator is $e^{\phi}$. We have therefore

$$
\begin{equation*}
\bar{u} \|_{\epsilon}=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q}=\epsilon} u e^{\phi_{p}} d V_{q}, \tag{374}
\end{equation*}
$$

where $e^{\phi_{p}}$ and $V_{q}$ are connected by equation (373), and $u$, if given as function of $\epsilon_{p}$, or of $\epsilon_{p}$ and $\epsilon_{q}$, becomes in virtue of the same equation a function of $\epsilon_{q}$ alone.

We shall assume that $e^{\phi}$ has a finite value. If $n>1$, it is evident from equation (305) that $e^{\phi}$ is an increasing function of $\epsilon$, and therefore cannot be infinite for one value of $\epsilon$ without being infinite for all greater values of $\epsilon$, which would make $-\psi$ infinite.* When $n>1$, therefore, if we assume that $e^{\phi}$ is finite, we only exclude such cases as wo found neccssary to exclude in the study of the canonical distribution. But when $n=1$, cases may occur in which the canonical distribution is perfectly applicable, but in which the formulae for the microcanonical distribution becomc illusory, for particular values of $\epsilon$, on account of the infinite value of $e^{\phi}$. Such failing cases of the microcanonical distribution for particular values of the energy will not prevent us from regarding the canonical ensemble as consisting of an infinity of microcanonical ensembles. $\dagger$

* See equation (322).
$\dagger$ An example of the failing case of the microcanonical distribntion is afforded by a material point, under the influence of gravity, and constrained to remain in a vertical circle. The failing ease oteurs when the encrgy is just sufficient to carry the material point to the highest point of the circle.

It will be observed that the difficulty is inherent in the nature of the case, and is quite independent of the mathematical formulae. The nature of the difficulty is at once apparent if we try to distribute a finite number of

From the last equation, with (298), we get

$$
\begin{equation*}
\overline{\left.e^{-\phi_{p}} V_{p}\right|_{\epsilon}}=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q}=\epsilon} V_{p} d V_{q}=e^{-\phi} V . \tag{375}
\end{equation*}
$$

But by equations (288) and (289)

$$
\begin{equation*}
e^{--\phi_{p}} V_{p}=\frac{2}{n} \epsilon_{p} \tag{376}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
e^{-\phi} V=\overline{e^{-\phi_{p}}} V_{p \mid \epsilon}=\frac{2}{n} \overline{\epsilon_{p} \mid \epsilon} . \tag{377}
\end{equation*}
$$

Again, with the aid of equation (301), we get

$$
\begin{equation*}
\left.\frac{d \phi_{p}}{d \epsilon_{p}}\right|_{\epsilon}=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q} \overline{=}=\epsilon} \frac{d \phi_{p}}{d \epsilon_{p}} e^{\phi_{p}} d V_{q}=\frac{d \phi}{d \epsilon}, \tag{378}
\end{equation*}
$$

if $n>2$. Therefore, by (289),

$$
\begin{equation*}
\frac{d \phi}{d \epsilon}=\left.\frac{\overline{d \phi_{p}}}{d \epsilon_{p}}\right|_{\epsilon}=\left(\frac{n}{2}-1\right) \overline{\epsilon_{p}^{-1} \mid \epsilon} \text { if } \quad n>2 . \tag{379}
\end{equation*}
$$

These results are interesting on account of the relations of the functions $e^{-\phi} V$ and $\frac{d \phi}{d \epsilon}$ to the notion of temperature in thermodynamics, - a subject to which we shall return hereafter. They are particular cases of a general relation easily deduced from equations (306), (374), (288) and (289). We have

$$
\frac{d^{h} V}{d \epsilon^{h}}=\int_{V_{q}=0}^{\epsilon_{q}=\epsilon} \frac{d^{h} V_{p}}{d \epsilon_{p}^{h}} d V_{q}, \text { if } h<\frac{1}{2} n+1 .
$$

The equation may be written

$$
e^{-\phi} \frac{d^{h} V}{d \epsilon^{h}}=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q}=\bar{z}} e^{-\phi_{p}} \frac{d^{h} V_{p}}{d \epsilon_{p}^{h}} e^{\phi_{p}} d V_{q} .
$$

material points with this particular value of the energy as nearly as possible in statistical equilibrium, or if we ask: What is the probability that a point taken at random from an ensemble in statistical equilibrium with this value of the energy will be found in any specified part of the circle?

We have therefore

$$
\begin{equation*}
e^{-\phi d^{h} V} \frac{e^{-\phi_{k} d^{k} V_{p}}}{d \epsilon^{h}}=\frac{\Gamma\left(\frac{1}{2} u\right)}{\left.\overline{d \epsilon_{i}}\right|_{\epsilon}}=\frac{\overline{\epsilon_{k}} \bar{\sigma}_{i \xi}}{\Gamma\left(\frac{1}{2} n-h+1\right)} \tag{380}
\end{equation*}
$$

if $h<\frac{1}{2} n+1$. For example, when $n$ is even, we may make $h=\frac{1}{2} n$, which gives, with (307),

$$
\begin{equation*}
(2 \pi)^{\frac{n}{2}} e^{-\phi}\left(V_{q}\right)_{\epsilon_{n}=\epsilon}=\Gamma\left(\frac{1}{2} n\right) \overline{\epsilon_{p}} \overline{1-\frac{n}{2}} . \tag{381}
\end{equation*}
$$

Since any canonical ensemble of systems may be regarded as composed of microcanonical ensembles, if any quantities $u$ and $v$ have the same average values in every microcanonical ensemble, they will have the same values in every canonical ensemble. To bring equation (380) formally under this rule, we may observe that the first member being a function of $\epsilon$ is a constant value in a microcanonical ensemble, and therefore identical with its average value. We get thus the general equation
$\left.\overline{e^{-\phi} \frac{d^{h}}{d \epsilon^{h}}}\right|_{\Theta}=\overline{\left.e^{-\phi_{p}} \frac{d^{h} V_{p}}{d \epsilon_{p}^{h}}\right|_{\Theta}=\left.\frac{\Gamma\left(\frac{1}{2} n\right)}{\Gamma\left(\frac{1}{3} n-h+1\right)} \overline{\epsilon_{p}^{1-\lambda}}\right|_{\Theta}=0^{1-\lambda}, ~}$
if $h<\frac{1}{2} n+1$.* The equations

$$
\begin{gather*}
\Theta=\left.\overline{e^{-\phi} V}\right|_{\Theta}=\left.\overline{e^{-\phi_{p}} V_{p}}\right|_{\Theta}={ }_{n}^{2} \overline{\epsilon_{p}}  \tag{383}\\
\frac{1}{\Theta}=\left.\frac{\overline{d \phi}}{d \epsilon}\right|_{\Theta}=\left.\frac{\overline{d \phi_{p}}}{d \epsilon_{p}}\right|_{\Theta}=\left.\left(\frac{n}{2}-1\right) \overline{\epsilon_{p}^{-1}}\right|_{\Theta} \tag{384}
\end{gather*}
$$

may be regarded as particular cases of the general equation. The last equation is subject to the condition that $n>2$.

The last two equations give for a canonical ensemble, if $n>2$,

$$
\begin{equation*}
\left(1-\frac{2}{n}\right) \bar{\epsilon}_{p} \|_{\Theta} \overline{\epsilon_{p}^{-1}} l_{\Theta}=1 . \tag{385}
\end{equation*}
$$

The corresponding equations for a microcanonical ensemble give, if $n>2$,

$$
\begin{equation*}
\left.\left.\left(1-\frac{2}{n}\right) \overline{\epsilon_{p}}\right]_{\epsilon} \overline{\epsilon_{p}^{-1}}\right]_{\epsilon}=\frac{d \phi}{d \log V}, \tag{386}
\end{equation*}
$$

* See equation (282).
which shows that $d \phi d \log V$ approaches the value unity when $n$ is very great.

If a system consists of two parts, having separate energies, we may obtain equations similar in form to the preceding, which relate to the system as thus divided.* We shall distinguish quantities relating to the parts by letters with suffixes, the same letters without suffixes relating to the whole system. The extension-in-phase of the whole system within any given limits of the energies may be represented by the double integral

$$
\iint d V_{1} d V_{2}
$$

taken within those limits, as appears at once from the dcfinitions of Chapter VIII. In an ensemble distributed with uniform donsity within those limits, and zero density outside, the average value of any function of $\epsilon_{1}$ and $\epsilon_{2}$ is given by the quotient

$$
\frac{\iint u d V_{1} d V_{2}}{\iint d V_{1} d V_{2}}
$$

which may also be written $\dagger$

$$
\frac{\iint u e^{\phi_{2}} d \varepsilon d V_{2}}{\iint e^{\phi_{1}} d \epsilon d V_{2}}
$$

If we make the limits of integration $\epsilon$ and $\epsilon+d \epsilon$, we get the

[^5]average value of $u$ in an ensemble in which the whole system is microcanonically distributed in phase, viz.,
\[

$$
\begin{equation*}
\vec{u}_{\epsilon}=e^{-\phi} \int_{V_{2}==0}^{\epsilon_{2} \overline{\bar{z}}} u e^{\phi_{1}} d V_{2} \tag{387}
\end{equation*}
$$

\]

where $\phi_{1}$ and $V_{2}$ are connected by the equation

$$
\begin{equation*}
\epsilon_{1}+\epsilon_{2}=\text { constant }=\epsilon \tag{388}
\end{equation*}
$$

and $u$, if given as function of $\epsilon_{1}$, or of $\epsilon_{1}$ and $\epsilon_{2}$, becomes in virtue of the same equation a function of $\epsilon_{2}$ alone.*
Thus

$$
\begin{align*}
& \overline{\left.e^{-\phi_{1}} V_{1}\right|_{\epsilon}}=e^{-\phi} \int_{V_{2}=0}^{\epsilon_{2}=\epsilon} V_{1} d V_{2},  \tag{389}\\
& e^{-\phi} V=\left.\overline{e^{-\phi_{1}} V_{1}}\right|_{\epsilon}=\overline{\left.e^{-\phi_{2}} V_{2}\right|_{\epsilon}} \tag{390}
\end{align*}
$$

This requires a similar relation for canonical averages

$$
\begin{equation*}
\Theta=\left.\overline{e^{-\phi} V}\right|_{\Theta}=\left.\overline{e^{-\phi_{1}} V_{1}}\right|_{\Theta}=\left.\overline{e^{-\phi_{4}} V_{2}}\right|_{\theta} \tag{391}
\end{equation*}
$$

Again

$$
\begin{equation*}
\left.\frac{\overline{\phi_{1}}}{d \epsilon_{1}}\right|_{\epsilon}=e^{-\phi} \int_{V_{2}=0}^{\epsilon_{2}=\epsilon} \frac{d \phi_{1}}{d \epsilon_{1}} e^{\phi_{1}} d V_{2} . \tag{392}
\end{equation*}
$$

But if $n_{1}>2, e^{\phi_{1}}$ vanishes for $V_{1}=0, \dagger$ and

$$
\begin{equation*}
\frac{d}{d \epsilon} e^{\phi}=\frac{d}{d \epsilon} \int_{V_{2}=0}^{\epsilon_{2}=\epsilon} e^{\phi_{1}} d V_{2}=\int_{V_{2}=0}^{\epsilon_{2}=\epsilon} \frac{d \phi_{1}}{d \epsilon_{1}} e^{\phi_{1}} d V_{2} \tag{393}
\end{equation*}
$$

Hence, if $n_{1}>2$, and $n_{2}>2$,

$$
\begin{equation*}
\left.\frac{d \phi}{d \epsilon}=\left.\frac{\overline{d \phi_{1}}}{d \epsilon_{1}}\right|_{\epsilon}=\frac{\overline{d \phi_{2}}}{d \epsilon_{2}}\right)_{\epsilon} \tag{394}
\end{equation*}
$$

* In the applications of the equation (387), we cannot obtain all the results corresponding to those which we have obtained from equation (374), because $\phi_{p}$ is a known function of $\epsilon_{p}$, while $\phi_{1}$ must be treated as an arbitrary function of $\epsilon_{1}$, or nearly so.
$\dagger$ See Chapter VIII, equations (305) and (316).

$$
\begin{equation*}
\frac{1}{\Theta}=\left.\frac{\overline{d \phi}}{d \epsilon}\right|_{\varphi}=\left.\frac{\overline{d \phi_{1}}}{d \epsilon_{1}}\right|_{\omega}=\frac{\overline{d \phi_{2}}}{d \epsilon_{2}, \dot{\theta}} . \tag{395}
\end{equation*}
$$

We have compared certain functions of the energy of the whole system with average values of similar functions of the kinctic energy of the whole system, and with average values of similar functions of the whole energy of a part of the system. We may also compare the same functions with average values of the kinetic energy of a part of the system.
We shall express the total, kinetic, and potential energies of the whole system by $\epsilon, \epsilon_{p}$, and $\epsilon_{q}$, and the kinetic energies of the parts by $\epsilon_{1 p}$ and $\epsilon_{2 p}$. These kinetic energies are necessarily separate : we need not make any supposition concerning potential energies. The extension-in-phase within auy limits which can be expressed in terms of $\epsilon_{q}, \epsilon_{1 p}, \epsilon_{2 p}$ may be represented in the notations of Chapter VIII by the triple integral

$$
\iiint d V_{1 p} d V_{2 p} d V_{q}
$$

taken within those limits. And if an ensemble of systems is distributed with a uniform density within those limits, the average value of any function of $\epsilon_{q}, \epsilon_{1 p}, \epsilon_{2 p}$ will be expressed by the quotient
or

$$
\begin{aligned}
& \frac{\iiint u d V_{1 p} d V_{2 p} d V_{q}}{\iiint d V_{1 p} d V_{2 p} d V_{q}} \\
& \frac{\iiint u e^{\phi_{1 p}} d \epsilon d V_{2 p} d V_{q}}{\iiint e^{\phi_{1 p}} d \epsilon d V_{2 p} d V_{q}}
\end{aligned}
$$

To get the average value of $u$ for a microcanonical distribution, we must make the limits $\epsilon$ and $\epsilon+d \epsilon$. The denominator in this case becomes $\epsilon^{\phi} d \epsilon$, and we have

$$
\begin{equation*}
\bar{u}_{\epsilon}=e^{-\phi} \int_{r_{i}=0}^{\epsilon_{\tau}=\boldsymbol{\epsilon}} \int_{\epsilon_{2 p}=0}^{\epsilon_{2 p}=\epsilon_{-}-\epsilon_{q}} u e^{\phi_{1 p}} d V_{z_{p}}^{\gamma} d V_{q} \tag{396}
\end{equation*}
$$

where $\phi_{1 p}, V_{2 p}$, and $V_{q}$ are connected by the equation

$$
\epsilon_{1 p}+\epsilon_{2 p}+\epsilon_{q}=\text { constant }=\epsilon
$$

Accordingly
and we may write

$$
\begin{equation*}
e^{-\phi} V=\left.\overline{e^{-\phi_{1 p}} V_{1 p}}\right|_{\epsilon}=\left.\overline{e^{-\phi_{2 \rho}} V_{2 p}}\right|_{\epsilon}=\frac{2}{n_{1}} \overline{\epsilon_{1 p}}=\frac{2}{n_{2}} \overline{\epsilon_{2 p}}, \tag{398}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\Theta=\left.\overline{e^{-\phi}} V\right|_{\Theta}=\left.\overline{e^{-\phi_{1 p}} V_{1 p}}\right|_{\Theta}=\overline{e^{-\phi_{2 p}} V_{2 p}}=\frac{2}{n_{1}} \overline{\epsilon_{1 p}}\right]_{\Theta}=\frac{2}{n_{2}} \overline{\left.\epsilon_{2 p}\right|_{\Theta}} \tag{399}
\end{equation*}
$$

Again, if $n_{1}>2$,

$$
\begin{align*}
& \overline{d \phi_{1 p}} \\
& d \epsilon_{1 p}  \tag{400}\\
&=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q}=\epsilon} \int_{\epsilon_{2 p}=0}^{\epsilon_{2 p}=\epsilon-\epsilon_{q}} \frac{d \phi_{1 p}}{d \epsilon_{1 p}} e^{\phi_{1 p}} d V_{2 p} d V_{q} \\
&=e^{-\phi} \int_{V_{q}=0}^{\epsilon_{q}=\epsilon} \frac{d \epsilon^{\phi_{p}}}{d \epsilon_{p}} d V_{q}=e^{-\phi \frac{d \epsilon^{\phi}}{d \epsilon}}=\frac{d \phi}{d \epsilon}
\end{align*}
$$

Hence, if $n_{1}>2$, and $n_{\mathrm{i}}>2$,
$\frac{d \phi}{d \epsilon}=\left.\overline{d \phi_{1 p}}\right|_{d \epsilon_{1 p}}=\left.\frac{\overline{d \phi_{2 p}}}{d \epsilon_{2 p}}\right|_{\epsilon}=\left.\left(\frac{1}{2} n_{1}-1\right) \bar{\epsilon}_{1 p}^{-1}\right|_{\epsilon}=\left(\frac{1}{2} n_{2}-1\right) \overline{\epsilon_{2 p}^{-1} l_{\epsilon}}$,
$\frac{1}{\Theta}=\left.\frac{\overline{d \phi}}{d \epsilon}\right|_{\Theta}=\left.\frac{\overline{d \phi_{1 p}}}{d \epsilon_{1 p}}\right|_{\Theta}=\left.\frac{\overline{d \phi_{2 p}}}{d \epsilon_{2 p}}\right|_{\Theta}=\left.\left(\frac{1}{2} n_{1}-1\right) \overline{\epsilon_{1 p}^{-1}}\right|_{\Theta}=\left.\left(\frac{1}{2} n_{2}-1\right) \overline{\epsilon_{2 p}-1}\right|_{\Theta}$.
We cannot apply the methods employed in the preceding pages to the microcanonical averages of the (generalized) forces $A_{1}, A_{2}$, etc., exerted by a system on external bodies, since these quantities are not functions of the energies, either kinetic or potential, of the whole or any part of the system. We may however use the method described on page 116.

Let us imagine an ensemble of systems distributed in phase according to the index of probability

$$
c-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}},
$$

where $\epsilon^{\prime}$ is any constant which is a possible value of the energy, excopt only the least value which is consistent with the values of the external coordinates, and $c$ and $\omega$ are other constants. We have therefore

$$
\begin{align*}
& \quad \int_{\text {phases }}^{\text {all }} \ldots \int^{c-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}} d p_{1} \ldots d q_{n}=1,  \tag{403}\\
& \text { or } \quad e^{-c}=\int_{\text {phases }}^{\text {all }} \ldots \int^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}} d p_{1} \ldots d q_{n},  \tag{404}\\
& \text { or again } \\
& e^{-c}=\int_{V=0}^{\epsilon=\infty} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon . \tag{405}
\end{align*}
$$

From (404) we have

$$
\begin{align*}
\frac{d e^{-c}}{d a_{1}} & =\int_{\text {phases }}^{\text {all }} \ldots \int 2 \frac{\epsilon-\epsilon^{\prime}}{\omega^{2}} A_{1} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}} d p_{1} \ldots d q_{n} \\
& =\left.\int_{\boldsymbol{V}=0}^{\epsilon=\infty} 2 \frac{\epsilon-\epsilon^{\prime}}{\omega^{2}} A_{1}\right|_{\epsilon} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon \tag{406}
\end{align*}
$$

where $\overline{A_{1}}$ s denotes the average value of $A_{1}$ in those systems of the ensemble which have any same energy $\epsilon$. (This is the same thing as the average value of $A_{1}$ in a microcanonical ensemble of energy $\epsilon$.) The validity of the transformation is evident, if we consider separately the part of each integral which lies between two infinitesimally diffcring limits of energy. Integrating by parts, we get

$$
\begin{align*}
& \frac{d e^{-c}}{d a_{1}}=-\left[A_{1, \epsilon} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi}\right]_{V^{*}=0}^{\epsilon=\infty} \\
&+\int_{V=0}^{\epsilon=\infty}\left(\left.\frac{\left.d \overline{A_{1}}\right|_{\epsilon}}{d \epsilon}+A_{1} \right\rvert\, \epsilon \frac{d \phi}{d \epsilon}\right) e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)}{\omega^{2}}+\phi} d \epsilon \tag{407}
\end{align*}
$$

Differentiating (405), we get

$$
\begin{equation*}
\frac{d e^{-c}}{d a_{1}}=\int_{V=0}^{\epsilon=\infty} \frac{d \phi}{d a_{1}} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon-\left(e^{-\frac{\left(\epsilon \epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} \frac{d \epsilon_{a}}{d a_{1}}\right)_{V=0} \tag{408}
\end{equation*}
$$

where $\varepsilon_{\boldsymbol{q}}$ denotes the least value of $\epsilon$ consistent with the external coordinates. The last term in this equation represents the part of $d e^{-c} / d a_{1}$ which is due to the variation of the lower limit of the integral. It is evident that the expression in the brackets will vanish at the upper limit. At the lower limit, at which $\epsilon_{p}=0$, and $\epsilon_{q}$ has the least value consistent with the external coördinates, the average sign on $\left.\bar{A}_{1}\right|_{\epsilon}$ is superfluous, as there is but one value of $A_{1}$ which is represented by $-d \epsilon_{a} / d a_{1}$. Exceptions may indeed occur for particular values of the external coordinates, at which $d \epsilon_{a} / d a_{1}$ receive a finite increment, and the formula becomes illusory. Such particular values we may for the moment leave out of account. The last term of (408) is therefore equal to the first term of the second member of (407). (We may observe that both vanish when $n>2$ on account of the factor $e^{\phi}$.)

We have therefore from these equations

$$
\begin{gather*}
\int_{V=0}^{\epsilon=\infty}\left(\frac{d \overline{A_{1} \mid \epsilon}}{d \epsilon}+\overline{A_{1} \mid \epsilon} \frac{d \phi}{d \epsilon}\right) e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon=\int_{V=0}^{\epsilon=\infty} \frac{d \phi}{d a_{1}} e^{-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon \\
\int_{\nu=0}^{\epsilon=\infty}\left(\frac{d \overline{A_{1} \mid \epsilon}}{d \epsilon}+\overline{A_{1} \mid \epsilon} \frac{d \phi}{d \epsilon}-\frac{d \phi}{d a_{1}}\right) e^{r-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{\omega^{2}}+\phi} d \epsilon=0 \tag{409}
\end{gather*}
$$

or

That is: the average value in the ensemble of the quantity represented by the principal parenthesis is zero. This must
be true for any value of $\omega$. If we diminish $\omega$, the average value of the parenthesis at the limit when $\omega$ vanishes becomes identical with the value for $\epsilon=\epsilon^{\prime}$. But this may be any value of the energy, except the least possible. We have therefore

$$
\begin{equation*}
\frac{d \overline{A_{1}} \mid \epsilon}{d \epsilon}+\overline{A_{1}, \epsilon} \frac{d \phi}{d \epsilon}-\frac{d \phi}{d a_{1}}=0 \tag{410}
\end{equation*}
$$

unless it be for the least value of the energy consistent with the external coördinates, or for particular values of the external coördinates. But the value of any term of this equation as determined for particular values of the energy and of the cxternal coördinates is not distinguishable from its value as determined for values of the energy and external coördinates indefinitely near those particular values. The equation therefore holds without limitation. Multiplying by $e^{\phi}$, we get

The integral of this equation is

$$
\begin{equation*}
\overline{A_{1} l_{E}} e^{\phi}=\frac{d V}{d a_{1}}+F_{1} \tag{412}
\end{equation*}
$$

where $\boldsymbol{F}_{1}$ is a function of the external coorrdinates. We have an equation of this form for each of the external cobrdinates. This gives, with (266), for the complete value of the differential of $V$

$$
\begin{align*}
& d V\left.=e^{\phi} d \epsilon+\left(e^{\phi} \overline{A_{1}}\right]_{\epsilon}-F_{1}\right) d a_{1}+\left(e^{\phi} \overline{A_{2}}-F_{2}\right) d a_{2}+\text { etc., } \\
& \text { or } \\
& d V=e^{\phi}\left(d \epsilon+\left.\overline{A_{1}}\right|_{\epsilon} d a_{1}+\overline{A_{2}}{ }_{\epsilon} d a_{2}+\text { etc. }\right)-F_{1} d a_{1}-F_{2}^{\prime} d a_{2}-\text { etc. } \tag{414}
\end{align*}
$$

To determine the values of the functions $F_{1}, F_{3}$, etc., let us suppose $a_{1}, a_{2}$, etc. to vary arbitrarily, while $\epsilon$ varies so as always to have the Ieast value consistent with the values of the external coordinates. This will make $V=0$, and $d V=0$. If $n<2$, we shall have also $e^{\phi}=0$, which will give

$$
\begin{equation*}
F_{1}=0, \quad F_{2}=0, \quad \text { etc. } \tag{415}
\end{equation*}
$$

The result is the same for aly value of $n$. For in the variations considered the kinetic energy will be constantly zero, and the potential energy will have the least value consistent with the external eoördinates. The condition of the least possible poteutial energy may limit the ensemble at each instant to a single configuration, or it may not do so ; but ill any case the values of $A_{1}, A_{2}$, etc. will be the same at each instant for all the systems of the ensemble,* and the equation

$$
d \epsilon+A_{1} d a_{1}+A_{2} d a_{2}+\text { etc. }=0
$$

will hold for the variations considered. Hence the functions $F_{1}, F_{2}$, etc. vanish in any case, and we have the equation

$$
\begin{gather*}
d V=e^{\phi} d \epsilon+e^{\phi} A_{1 \mid \epsilon} d a_{1}+e^{\phi} \bar{A}_{2 \mid \epsilon} d a_{2}+\text { etc. }  \tag{416}\\
d \log V=\frac{d e+\overline{\left.A_{1}\right]_{\epsilon}} d a_{1}+\overline{\left.A_{2}\right|_{\epsilon}} d a_{2}+\text { etc. }}{e^{-\phi} V} \tag{417}
\end{gather*}
$$

or
or again

$$
\begin{equation*}
\left.d \epsilon=e^{-\phi} V d \log V-\overline{A_{1}}\right]_{\epsilon} d a_{1}-\left.\overline{A_{2}}\right|_{\epsilon} d a_{2}-\text { etc. } \tag{418}
\end{equation*}
$$

It will be observed that the two last equations have the form of the fundamental differential equations of thermodynamics, $e^{-i} V$ corresponding to temperature and $\log V$ to entropy. We have already observed properties of $e^{-\phi} V$ suggestive of an analogy with temperature. $\dagger$ The significance of these facts will be discussed in another chapter.

The two last equations might be written more simply

$$
\begin{aligned}
& d V=\frac{\left.\left.d \epsilon+\overline{A_{1}}\right]_{\epsilon} d a_{1}+\overline{A_{2}}\right]_{\epsilon} d a_{2}+\text { etc. }}{o-\phi} \\
& d \epsilon=e^{-\phi} d V-\left.\overline{A_{1}}\right|_{\epsilon} d a_{1}-\left.\overline{A_{2}}\right|_{\epsilon} d a_{2}-\text { etc. }
\end{aligned}
$$

and still have the form analogous to the thermodynamic equations, but $e^{-\phi}$ has nothing like the analogies with temperature whieh we have observed in $e^{-\phi} V$.

* This statement, as mentioned before, may have exceptions for particular values of the external coördinates. This will not invalidate the reasoning, which has to do with varying values of the external coördinates.
$\dagger$ See Chapter IX, page 111; also this chapter, page 119.


## CHAPTER XI.

MAXIMUM AND MINIMUM PROPERTIES OF VARIOUS DISTRIBCTIONS IN PHASE.

In the following theorems we suppose, as always, that the systems forming an ensemble are identical in nature and in the values of the external coördinates, which are here regarded as constants.

Theorem I. If an ensemble of systems is so distributed in phase that the index of probability is a function of the energy, the average value of the index is less than for any other distribution in which the distribution in energy is unaltered.

Let us write $\eta$ for the index which is a function of the energy, and $\eta+\Delta \eta$ for any other which gives the same distribution in energy. It is to be proved that

$$
\begin{equation*}
\int \underset{\text { phases }}{\text { all }} \int_{\eta}(\eta+\Delta \eta) e^{\eta+\Delta \eta} d p_{1} \ldots d q_{n}>\int_{\text {phases }}^{\text {all }} \ldots \int_{i} \eta e^{\eta} d p_{\mathrm{I}} \ldots d q_{n} \tag{419}
\end{equation*}
$$

where $\eta$ is a function of the energy, and $\Delta \eta$ a function of the phase, which are subject to the conditions that

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \ldots \int^{n+\Delta \eta} d p_{1} \ldots d q_{n}=\int_{\text {phases }}^{\text {all }} \ldots \int^{\eta} d p_{1} \ldots d q_{n}=1 \tag{420}
\end{equation*}
$$

and that for any value of the energy ( $\epsilon^{\prime}$ )

$$
\begin{equation*}
\int_{\epsilon \epsilon^{\prime}}^{=\epsilon^{\prime}+d \epsilon^{\prime}} \ldots \int_{\epsilon=\epsilon^{\prime}}^{\eta+\Delta \eta} d p_{1} \ldots d q_{n}=\int_{\epsilon=\epsilon^{\prime}+d \epsilon^{\prime}}^{\ldots} e^{\eta} d p_{1} \ldots d q_{n} \tag{421}
\end{equation*}
$$

Equation (420) expresses the general relations which $\eta$ and $\eta+\Delta \eta$ must satisfy in order to be indices of any distributions, and (421) expresses the condition that they give the same distribution in energy.

Since $\eta$ is a function of the energy, and may therefore be regardel as a constant within the limits of integration of (421), we may multiply by $\eta$ under the integral sign in both members, which gives

$$
\int_{\epsilon=\epsilon^{\prime}}^{\epsilon=\epsilon^{\prime}+d \epsilon^{\prime}} \ldots \int^{\eta+\Delta \eta} d p_{1} \ldots d q_{n}=\int_{\epsilon=\epsilon^{\prime}}^{\epsilon=\epsilon^{\prime}+d \epsilon_{\epsilon^{\prime}}} \eta e^{\eta} d p_{1} \ldots d q_{n}
$$

Since this is true within the limits indicated, and for cvery value of $\epsilon^{\prime}$, it will be true if the integrals are taken for all phases. We may therefore cancel the corresponding parts of (419), which gives

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \ldots \int_{\eta} e^{\eta+\Delta \eta} d p_{1} \ldots d q_{n}>0 \tag{422}
\end{equation*}
$$

But by (420) this is equivalent to

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \int\left(\Delta \eta e^{\Delta \eta}+1-e^{\Delta \eta}\right) e^{\eta} d p_{1} \ldots d q_{n}>0 \tag{423}
\end{equation*}
$$

Now $\Delta \eta e^{\Delta n}+1-e^{\Delta \eta}$ is a decreasing function of $\Delta \eta$ for negative values of $\Delta \eta$, and an increasing function of $\Delta_{\eta}$ for positive values of $\Delta \eta$. It vanishes for $\Delta \eta=0$. The expression is therefore incapable of a negative value, and can have the value 0 only for $\Delta \eta=0$. The inequality (423) will hold therefore unless $\Delta \eta=0$ for all phases. The theorem is therefore proved.

Theorem II. If an ensemble of systems is canonically distributed in phase, the average index of probability is less than in any other distribution of the ensemble having the same average energy.

For the canonical distribution let the index be $(\psi-\epsilon) / \Theta$, and for another having the same average energy let the index be $(\psi-\epsilon) / \Theta+\Delta \eta$, where $\Delta \eta$ is an arbitrary function of the phase subject only to the limitation involved in the notion of the index, that
$\iint_{\text {phases }}^{\text {all }} \ldots e^{\frac{\psi-\epsilon}{\Theta}+\Delta \eta} d p_{1} \ldots d q_{n}=\iint_{\text {phases }}^{\text {all }} \ldots e^{\frac{\psi-\epsilon}{\theta}} d p_{1} \ldots d q_{n}=1$,
and to that relating to the constant average cnergy, that

$$
\begin{equation*}
\iint_{\text {phases }}^{\text {all }} \int \epsilon e^{\frac{\psi-\epsilon}{\theta}+\Delta \eta} d p_{1} \ldots d q_{n}=\int \ldots \int \epsilon e_{\text {phases }}^{\text {all }} \frac{\psi-\epsilon}{\theta} d p_{1} \ldots d q_{n} . \tag{425}
\end{equation*}
$$

It is to be proved that

$$
\begin{align*}
& \int_{\text {phase日 }}^{\text {all }} \ldots \int\left(\frac{\psi}{\Theta}-\frac{\epsilon}{\Theta}+\Delta \eta\right) e^{\frac{\psi-\epsilon}{\Theta}+\Delta \eta} d p_{1} \ldots d q_{n}> \\
& \iint_{\text {phases }}^{\text {all }} \ldots \int\left(\frac{\psi}{\Theta}-\frac{\epsilon}{\Theta}\right) e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n} \tag{426}
\end{align*}
$$

Now in virtue of the first condition (424) we may cancel the constant term $\psi / \Theta$ in the parentheses in (426), and in virtue of the second condition (425) we may cancel the term $\epsilon / \Theta$. The proposition to be proved is thus reduced to

$$
\iint_{\text {phasees }}^{\text {all }} \int \Delta_{\eta} e^{\frac{\psi-\epsilon}{\theta}+\Delta_{\eta}} d p_{1} \ldots d q_{n}>0
$$

which may be written, in virtue of the condition (424),

$$
\begin{equation*}
\iint_{\text {phasea }}^{\text {all }} \int\left(\Delta \eta e^{\Delta_{\eta}}+1-e^{\Delta_{\eta}}\right) e^{\frac{\psi-\epsilon}{\Theta}} d p_{1} \ldots d q_{n}>0 . \tag{427}
\end{equation*}
$$

In this form its truth is evident for the same reasons which applied to (423).

Theorem IIT. If $\Theta$ is any positive constant, the average value in an ensemble of the expression $\eta+\epsilon / \Theta$ ( $\eta$ denoting as usual the index of probability and $\epsilon$ the energy) is less when the ensemble is distributed canonically with modulus $\Theta$, than for any other distribution whatever.

In accordance with our usual notation let us write $(\psi-\epsilon) / \Theta$ for the index of the canonical distribution. In any other distribution let the index be $(\psi-\epsilon) / \Theta+\Delta \eta$.

In the canonical ensemble $\eta+\epsilon / \Theta$ has the constant value $\psi / \Theta$; in the other ensemble it has the value $\psi / \Theta+\Delta \eta$. The proposition to be proved may therefore be written

$$
\begin{equation*}
\frac{\psi}{\Theta}<\iint_{\text {phases }}^{\text {all }} \ldots \int\left(\frac{\psi}{\Theta}+\Delta \eta\right) e^{\frac{\psi-\epsilon}{\Theta}+\Delta \eta} d p_{1} \ldots d q_{n} \tag{428}
\end{equation*}
$$

where


In virtue of this condition, since $\psi / \Theta$ is constant, the proposition to be proved reduces to

$$
\begin{equation*}
0<\iint_{\text {phaees }}^{\text {all }} \ldots \int \Delta \eta e^{\frac{\psi-\epsilon}{\Theta}+\Delta \eta} d q_{1} \ldots d p_{n}, \tag{430}
\end{equation*}
$$

where the demonstration may be coneluded as in the last theorem.

If we should substitute for the energy in the preceding theorems any other function of the phase, the theorems, mutatis mutandis, would still hold. On account of the unique importance of the energy as a function of the phase, the theorems as given are especially worthy of notice. When the case is such that other functions of the phase have important properties relating to statistical equilibrium, as described in Chapter IV,* the three following theorems, which are generalizations of the preceding, may be useful. It will be sufficient to give them without demonstration, as the principles involved are in no respect different.

Theorem IV. If an ensemble of systems is so distributed in phase that the index of probability is any function of $F_{1}, F_{2}$, etc., (these letters denoting functions of the phase,) the average value of the index is less than for any other distribution in phase in which the distribution with respect to the functions $F_{1}, F_{2}$, etc. is unchanged.

* See pages 37-41.

Theorem $V$. If an ensemble of systems is so distributed in phase that the index of probability is a linear function of $F_{1}, F_{2}^{\prime}$, etc., (these letters denoting functions of the phase, ) the average value of the index is less than for any other distributiou in which the functions $F_{1}, F_{2}$, etc. Lave the same average values.

Theorem VI. The average value in an ensemble of systems of $\eta+F$ (where $\eta$ denotes as usual the index of probability and $F$ any function of the phase) is less when the ensemble is so distributed that $\eta+F$ is constant than for any other distribution whatever.

Theorem VII. If a system which in its different phases constitutes an ensemble consists of two parts, and we consider the average index of probability for the whole system, and also the average indices for each of the parts taken separately, the sum of the average indices for the parts will be either less than the average index for the whole system, or equal to it, but cannot be greater. The limiting case of equality occurs when the distribution in phase of each part is independent of that of the other, and only in this case.

Let the coördinates and momenta of the whole system be $q_{1} \ldots q_{n}, p_{1}, \ldots p_{n}$, of which $q_{1} \cdots q_{m} p_{1}, \ldots p_{m}$ relate to one part of the system, and $q_{m+1}, \ldots q_{n}, p_{m+1}, \ldots p_{n}$ to the other. If the index of probability for the whole system is denoted by $\eta$, the probability that the phase of an unspecified system lies within any given limits is expressed by the integral

$$
\begin{equation*}
\int \ldots \int e^{\eta} d p_{1} \ldots d q_{n} \tag{431}
\end{equation*}
$$

taken for those limits. If we set

$$
\begin{equation*}
\int \cdots \int e^{\eta} d p_{m+1} \ldots d p_{n} d q_{m+1} \cdots d q_{n}=e^{\eta_{1}} \tag{432}
\end{equation*}
$$

where the integrations cover all phases of the second system, and

$$
\begin{equation*}
\int \ldots \int e^{\eta} d p_{1} \ldots d p_{m} d q_{1} \ldots d q_{m}=e^{\eta_{1}} \tag{433}
\end{equation*}
$$

where the integrations cover all phases of the first system, the integral (431) will reduce to the form

$$
\begin{equation*}
\int \ldots \int e^{n_{1}} d p_{1} \ldots d p_{m} d q_{1} \ldots d l_{q_{m}} \tag{434}
\end{equation*}
$$

when the limits can be expressed in terms of the coordinates and momenta of the first part of the system. The same integral will reduce to

$$
\begin{equation*}
\int \ldots \int e^{n_{2}} d p_{m+1} \ldots d p_{n} d q_{m+1} \ldots d q_{n} \tag{435}
\end{equation*}
$$

when the limits can be expressed in terms of the coorrdinates and momenta of the second part of the system. It is evident that $\eta_{1}$ and $\eta_{2}$ are the indices of probability for the two parts of the system taken separately.

The main proposition to be proved may be written

$$
\begin{array}{r}
\int \cdots \int \eta_{1} e^{\eta_{1}} d p_{1} \ldots d q_{m}+\int \cdots \int \eta_{2} e^{\eta_{z}} d p_{m+1} \ldots d q_{n} \leqq \\
\iiint \eta e^{\eta} d p_{1} \ldots d q_{n} \tag{436}
\end{array}
$$

where the first integral is to be taken over all phases of the first part of the system, the second integral over all phases of the second part of the system, and the last integral over all phases of the whole system. Now we have
and

$$
\begin{align*}
& \int \ldots \int e^{\eta} d p_{1} \ldots d q_{n}=1  \tag{437}\\
& \int \ldots \int e^{\eta_{1}} d p_{1} \ldots d q_{m}=1  \tag{438}\\
& \int \ldots \int e^{\eta_{2}} d p_{m+1} \ldots d q_{n}=1 \tag{439}
\end{align*}
$$

where the limits cover in each ease all the phases to which the variables relate. The two last equations, which are in themselves evident, may be derived by partial integration from the first.

It appears from the definitions of $\eta_{1}$ and $\eta_{2}$ that (436) may also be written
$\int \ldots \int \eta_{2} e^{n} d p_{1} \ldots d q_{n}+\int \ldots \int \eta_{2} e^{\eta} d p_{1} \ldots d q_{n} \leqq$

$$
\begin{equation*}
\int \ldots \int \eta e^{\eta} d p_{p_{1}} \ldots d q_{q_{n}} \tag{440}
\end{equation*}
$$

or

$$
\int \ldots \int\left(\eta-\eta_{1}-\eta_{2}\right) e^{\eta_{\eta}} d p_{1} \ldots d q_{n} \geqq 0
$$

where the integrations cover all phases. Adding the equation

$$
\begin{equation*}
\int \ldots \int e^{n_{1}+n_{2}} d p_{1} \ldots d_{q_{n}}=1 \tag{441}
\end{equation*}
$$

which we get by multiplying (438) and (439), and subtracting (437), we have for the proposition to be proved

$$
\begin{equation*}
\iint_{\text {phaseas }}^{\text {all }} \int\left[\left(\eta-\eta_{1}-\eta_{2}\right) e^{\eta}+e^{\eta_{1}+\eta_{2}}-e^{\eta}\right] d p_{1} \ldots d q_{n} \geq 0 \tag{442}
\end{equation*}
$$

Let

$$
\begin{equation*}
u=\eta-\eta_{1}-\eta_{2} . \tag{443}
\end{equation*}
$$

The main proposition to be proved may be written

$$
\begin{equation*}
\int_{\text {phasea }}^{\text {all }} \ldots\left(u e^{u}+1-e^{u}\right) e^{\eta_{1}+\eta_{2}} d p_{1} \ldots d q_{n} \geq 0 \tag{444}
\end{equation*}
$$

This is evidently true since the quantity in the parenthesis is incapable of a negative valuc.* Moreover the sign $=$ can hold only when the quantity in the parenthesis vanishes for all phases, i.e., when $u=0$ for all phases. This makes $\eta=\eta_{1}+\eta_{\mathrm{2}}$ for all phases, which is the analytical condition which expresses that the distributions in phase of the two parts of the system are independent.

Theorem VIII. If two or more ensembles of systems which are identical in nature, but may be distributed differently in phase, are united to form a single ensemble, so that the prob-ability-coefficient of the resulting ensemble is a linear function

* See Theorem I, where this is proved of a similar expression.
of the probability-coefficients of the original ensembles, the average index of probability of the resulting ensemble cannot be greater than the same linear function of the average indices of the original ensembles. It can be equal to it only when the original ensembles are similarly distributed in phase.

Let $P_{1}, P_{2}$, etc. be the probability-coefficients of the original ensembles, and $P$ that of the ensemble formed by combining them; and let $N_{1}, N_{2}$, etc. be the numbers of systems in the original ensembles. It is evident that we shall lave
where

$$
\begin{gather*}
P=c_{1} P_{1}+c_{2} P_{2}+\text { etc. }=\Sigma\left(c_{1} P_{1}\right),  \tag{445}\\
c_{1}=\frac{N_{1}}{\sum N_{1}}, \quad c_{2}=\frac{N_{2}}{\sum_{1} N_{1}}, \quad \text { etc. } \tag{446}
\end{gather*}
$$

The main proposition to be proved is that
$\int_{\text {phases }}^{\text {all }} \ldots \int_{\text {a }}^{\text {a }} P \log P d p_{1} \ldots d q_{n} \leqq \Sigma\left[c_{1} \int_{\text {phases }}^{\text {all }} \ldots \int_{1} \log P_{1} d p_{1} \ldots d l_{1_{n}}\right]$
or $\quad \int_{\text {plases }}^{\text {all }} \ldots \int\left[\Sigma\left(c_{1} P_{1} \log P_{1}\right)-P \log P\right] d p_{1} \ldots d q_{n} \geqq 0$.
If we set

$$
Q_{1}=P_{1} \log P_{1}-P_{1} \log P-P_{1}+P
$$

$Q_{1}$ will be positive, except when it vanishes for $P_{1}=P$. To prove this, we may regard $P_{1}$ and $P$ as any positive quantities. Then

$$
\begin{gathered}
\left(\frac{d Q_{1}}{d P_{1}}\right)_{P}=\log P_{1}-\log P, \\
\left(\frac{d^{2} Q_{1}}{d P_{1}^{2}}\right)_{P}=\frac{1}{P_{1}} .
\end{gathered}
$$

Since $Q_{1}$ and $d Q_{1} / d P_{1}$ vanish for $P_{1}=P$, and the second differential coefficient is always positive, $Q_{1}$ must be positive except when $P_{1}=P$. Therefore, if $Q_{2}$, etc. have similar definitions,

$$
\begin{equation*}
\Sigma\left(c_{1} Q_{1}\right) \geqq 0 . \tag{449}
\end{equation*}
$$

$$
\begin{array}{lc}
\text { But since } & \Sigma\left(c_{1} P_{1}\right)=P \\
\text { and } & \Sigma c_{1}=1, \\
& \Sigma\left(c_{1} Q_{1}\right)=\Sigma\left(c_{1} P_{1} \log P_{1}\right)-P \log P .
\end{array}
$$

This proves (448), and shows that the sign $=$ will hold only when

$$
P_{1}=P, \quad P_{2}=P, \quad \text { etc. }
$$

for all phases, i.e., only when the distribution in phase of the original ensembles are all identical.

Theorem IX. A uniform distribution of a given number of systems within given limits of phase gives a less average index of probability of phase than any other distribution.

Let $\eta$ be the constant index of the uniform distribution, and $\eta+\Delta \eta$ the index of some other distribution. Since the number of systems within the given limits is the same in the two distributions we have

$$
\begin{equation*}
\int \ldots \int e^{n+\Delta \eta} d p_{1} \ldots d q_{n}=\int \ldots \int e^{\eta} d p_{1} \ldots d q_{n}, \tag{451}
\end{equation*}
$$

where the integrations, like those which follow, are to be taken within the given limits. The proposition to be proved may be written
$\int \ldots \int(\eta+\Delta \eta) e^{\eta+\Delta \eta} d p_{1} \ldots d q_{n}>\int \cdots \int \eta e^{\eta} d p_{1} \ldots d q_{n}$,
or, since $\eta$ is constant,

$$
\begin{equation*}
\int \ldots \int(\eta+\Delta \eta) e^{\Delta_{\eta}} d p_{1} \ldots d q_{n}>\int \ldots \int \eta d p_{1} \ldots d q_{n} . \tag{453}
\end{equation*}
$$

In (451) also we may cancel the constant factor $e^{\eta}$, and multiply by the constant factor $(\eta+1)$. This gives
$\int \ldots \int(\eta+1) e^{\Delta \eta} d p_{1} \ldots d q_{n}=\int \ldots \int(\eta+1) d p_{1} \ldots d q_{n}$.
The subtraction of this equation will not alter the inequality to be proved, which may therefore be written

$$
\int \ldots \int(\Delta \eta-1) e^{\Delta \eta} d p_{1} \ldots d q_{n}>\int \ldots \int-d p_{1} \ldots d q_{n}
$$

$$
\begin{equation*}
\int \ldots \int\left(\Delta \eta e^{\Delta_{\eta}}-e^{\Delta_{\eta}}+1\right) d p_{1} \ldots d q_{n}>0 \tag{454}
\end{equation*}
$$

Since the parenthesis in this expression represents a positive value, except when it vanishes for $\Delta \eta=0$, the integral will be positive unless $\Delta \eta$ vanishes everywhere within the linits, which would make the difference of the two distributions vanish. The theorem is therefore proved.

## CHAPTER XII

ON TIIE MOTION OF SYSTEMS AND ENSEMBLES OF SYSTEMS THROEGH LONG PERIODS OF TIME.

As important question which suggests itself in regard to any case of dynamical motion is whether the system considered will return in the course of time to its initial phase, or, if it will not return exactly to that phase, whether it will do so to any required degree of approximation in the course of a sufficiently long time. To be able to give even a partial answer to sueh questions, we must know something in regard to the dynamical nature of the system. In the following theorem, the only assumption in this respeet is such as we have found necessary for the existence of the canonical distribution.

If we imagine an ensemble of identical systems to be distributed with a uniform density throughout any finite extension-in-phase, the number of the systems which leave the extension-in-phase and will not return to it in the course of time is less than any assignable fraction of the whole number; provided, that the total extension-in-phase for the systems considered between two limiting values of the energy is finite, these limiting values being less and greater respectively than any of the energies of the first-mentioned exten-sion-in-phase.
To prove this, we observe that at the moment which we call initial the systems occupy the given extension-in-phase. It is evident that some systems must leave the extension immediately, unless all remain in it forever. Those systems which leave the extension at the first instant, we shall call the front of the ensemble. It will be convenient to speak of this front as generating the extension-in-phase through which it passes in the course of time, as in geometry a surface is said to
generate the volume through which it passes. In equal times the front generates equal exteusions in phase. This is an immediate consequence of the principle of conservation of extension-in-phase, unless indeed we prefer to consider it as a slight variation in the expression of that principle. For in two equal short intervals of time let the extensions generated be $A$ and $B$. (We make the intervals short simply to avoid the complications in the enunciation or interpretation of the principle which would arise when the same extension-in-phase is generated more than once in the interval considered.) Now if we imagine that at a given instant systems are distributed throughout the extension $A$, it is evident that the same systems will after a certain time occupy the extension $B$, which is therefore equal to $A$ in virtue of the principle cited. The front of the ensemble, therefore, goes on generating equal extensions in equal times. But these extensions are included in a finite extension, viz., that bounded by cortain limiting valucs of the cnergy. Sooner or later, therefore, the front must generate phases which it has before generated. Such second generation of the same phases must commence with the initial phases. Therefore a portion at least of the front must return to the original extension-in-phase. The same is of course true of the portion of the ensemble which follows that portion of the front through the same phases at a later time.

It remains to consider how large the portion of the ensemble is, which will return to the original extension-in-phasc. There can be no portion of the given extension-in-phase, the systems of which leave the extension and do not return. For we can prove for any portion of the extension as for the whole, that at least a portion of the systems leaving it will return.

We may divide the given extension-in-phase into parts as follows. There may be parts such that the systems within them will never pass out of them. These parts may indeed constitute the whole of the given extension. But if the given extension is very small, these parts will in general be nonexistent. There may be parts such that systems within them
will all pass out of the given extension and all return within it. The whole of the given extension-in-phase is made up of parts of these two kinds. This does not exclurle the possibility of phases on the boundaries of such parts, such that systems starting with those phases would leave the extension and never return. But in the supposed distribution of an ensemble of systems with a uniform density-in-phase, such systems would not constitute any assignable fraction of the whole number.
These distinetions may be illustrated by a very simple example. If we consider the motion of a rigid body of which one point is fixed, and which is subject to no forces, we find three cases. (1) The motion is periodic. (2) The system will never return to its original phase, but will return infinitely near to it. (3) The system will never return cither exactly or approximately to its original phase. But if we consider any extension-in-phase, however small, a system leaving that extension will return to it except in the case called by Poinsot 'singular,' viz., when the motion is a rotation about an axis lying in one of two planes having a fixed position relative to the rigid body. But all such phases do not constitute any true extension-in-phase in the sense in which we have defined and used the term.*
In the same way it may be proved that the systems in a canonical ensemble which at a given instant are contained within any finite extension-in-phase will in general return to

[^6]that extension-in-phase, if they leave it, the exceptions, i. e., the number which pass out of the extension-in-phase and do not return to it, being less than any assignable fraction of the whole number. In other words, the probability that a system taken at random from the part of a canonical ensemble which is contained within any given extension-in-phase, will pass out of that extension and not return to it, is zero.

A similar theorem may be enunciated with respect to a microcanonical ensemble. Let us consider the fractional part of such an ensemble which lies within any given limits of phase. This fraction we shall denote by $F$. It is evidently constant in time since the ensemble is in statistical equilibrium. The systems within the limits will not in general remain the same, but some will pass out in each unit of time while an equal number come in. Some may pass out never to return within the limits. But the number which in any time however long pass out of the limits never to return will not bear any finite ratio to the number within the limits at a given instant. For, if it were otherwise, let $f$ denote the fraction representing such ratio for the time $T$. Then, in the time $T$, the number which pass out never to return will bear the ratio $f F^{7}$ to the whole number in the ensemble, and in a time exceeding $T /(f F)$ the number which pass out of the limits never to return would exceed the total number of systems in the ensemble. The proposition is therefore proved.

This proof will apply to the cases before considered, and may be regarded as more simple than that which was given. It may also be applied to any true case of statistical equilibrium. By a true case of statistical equilibrium is meant such as may be described by giving the general value of the probability that an unspecified system of the ensemble is contained within any given limits of phase.*

* An cnsemble in which the systems are material points constrained to move in vertical circles, with just enough energy to carry them to the highest points, cannot afford a true example of statistical equilibrium. For any other value of the energy than the critical value mentioned, we might

Let us next consider whether an ensemble of isolated systems has any tendency in the course of time toward a state of statistical equilibrium.

There are certain functions of phase which are constant in time. The distribution of the ensemble with respect to the values of these functions is necessarily invariable, that is, the number of systems within any limits which can be specified in terms of these functions cannot vary in the course of time. The distribution in phase which without violating this condition gives the least value of the average index of probability of phase ( $\bar{\eta}$ ) is unique, and is that in which the
in various ways describe an ensemble in statistical equilibrium, while the same language applied to the critical value of the energy would fail to do so. Thus, if we should say that the ensemble is so distributed that the probability that a system is in any given part of the circle is proportioned to the time which a single system spends in that part, motion in either direction bcing equally probablc, we should perfectly define a distribution in statistical equilibrium for any value of the energy except the critical value mentioned above, but for this value of the energy all the probabilities in question would vanish unless the highest point is included in the part of the circle considered, in which case the probability is unity, or forms one of its limits, in whicl case the probability is indeterminate. Compare the foot-note on page 118.

A still more simple example is afforded by the uniforin motion of a material point in a straight line. Here the impossibility of statistical equilibrium is not limited to any particular energy, and the canonical distribution as well as the microcanonical is impossible.

These examples are mentioned here in order to show the necessity of caution in the application of the above principle, with respect to the question whether we have to do with a true case of statistical equilibrium.

Another point in respect to which cantion must be exercised is that the part of an ensemble of which the theorem of the return of systems is asserted should be entirely defined by limits within which it is contained, and not by any such condition as that a certain function of phase shall have a given value. This is necessary in order that the part of the ensemble which is considered should be any assignable fraction of the whole. Thus, if we have a canonical ensemble eonsisting of material points in vertical circles, the theorem of the return of systems may be applied to a part of the ensemble defined as contained in a given part of the circle. But it may not he applied in all cases to a part of the ensemble defined as contained in a given part of the circle and having a given energy. It would, in fact, express the exact opposite of the truth when the given energy is the critical value mentioned above.
index of probability ( $\eta$ ) is a function of the functions mentioned.* It is therefore a permanent distribution, $\dagger$ and the only permanent distribution consistent with the invariability of the distribution with respect to the functions of plase which are constant in time.

It would seem, therefore, that we night find a sort of measure of the deviation of an ensemble from statistical equilibrium in the excess of the average index above the minimum which is consistent with the condition of the invariability of the distribution with respect to the constant functions of phase. But we have seen that the index of probability is constant in time for each system of the ensemble. The average index is therefore constant, and we find by this method no approach toward statistical equilibrium in the course of time.

Yet we must here exercise great caution. One function may approach Zindefinitely near to another function, while some quantity determined by the first does not approach the corresponding quantity determined by the second. A line joining two points may approach indefinitely near to the straight line joining them, while its length remains constant. We may find a closer analogy with the case under consideration in the effect of stirring an incompressible liquid. $\ddagger$ In space of $2 n$ dimensions the case might be made analytically identical with that of an ensemble of systems of $n$ degrees of freedom, but the analogy is perfect in ordinary space. Let us suppose the liquid to contain a cortain amount of coloring matter which does not affect its hydrodynamic properties. Now the state in which the density of the coloring matter is uniform, i.e., the state of perfect mixture, which is a sort of state of equilibrium in this respect that the distribution of the coloring matter in space is not affected by the internal motions of the liquid, is characterized by a minimum

[^7]value of the average square of the density of the coloring matter. Let us suppose, however, that the coloring matier is distributed with a variable density. If we give the liquid any motion whatever, sabject only to the hydrodynamic law of incompressibility, - it may be a stealy flux, or it may vary with the time, - the density of the coloring matter at any same point of the liquid will be unchanged, and the average square of this density will therefore be unchanged. Yet no fact is more familiar to us than that stirring tends to bring a liquid to a state of uniform mixture, or uniform densities of its components, which is characterized by minimum values of the average squares of these densities. It is quite true that in the physical experiment the result is hastened by the process of diffusion, but the result is evidently not dependent on that process.

The contradiction is to be traced to the notion of the density of the coloring matter, and the process by which this quantity is evaluated. This quantity is the limiting ratio of the quantity of the eoloring matter in an clement of space to the volume of that element. Now if we should take for our elements of volume, after any amount of stirring, the spaces occupied by the same portions of the liquid which originally occupied any given system of elements of volume, the densities of the coloring matter, thus estimated, would be identical with the original densities as determined by the given system of elements of volume. Moreover, if at the end of any finite amount of stirring we should take our elements of volume in any ordinary form but sufficiently small, the average square of the density of the eoloring matter, as determined by such element of volume, would approximate to any required degree to its value before the stirring. But if we take any element of space of fixed position and dimensions, we may continne the stirring so long that the densitics of the colored liquid estimated for these fixed elements will approach a uniform limit, viz., that of perfect mixture.

The case is evidently one of those in which the limit of a limit has different values, according to the order in which we
apply the processes of taking a limit. If treating the elements of volume as constant, we continue the stirring indefinitely, we get a uniform density, a result not affected by making the elements as small as we chouse; but if treating the amount of stirring as finite, we diminish indefinitely the elements of volume, we get exactly the same distribution in density as before the stirring, a result which is not affected by continuing the stirring as long as we choose. The question is largely one of language and definition. One may perhaps be allowed to say that a finite amount of stirring will not affect the mean square of the density of the coloring matter, but an infinite amount of stirring may be regarded as producing a condition in which the mean square of the density has its minimum value, and the density is uniform. We may certainly say that a sensibly uniform density of the colored component may be produced by stirring. Whether the time required for this result would be long or short depends upon the nature of the motion given to the liquid, and the fineness of our method of evaluating the density.

All this may appear more distinctly if we consider a special case of liquid motion. Let us imagine a cylindrical mass of liquid of which one sector of $90^{\circ}$ is black and the rest white. Let it have a motion of rotation about the axis of the cylinder in which the angular velocity is a function of the distance from the axis. In the course of time the black and the white parts would become drawn out into thin ribbons, which would be wound spirally about the axis. The thickness of these ribbons would diminish without limit, and the liquid would therefore tend toward a state of perfect mixture of the black and white portions. That is, in any given element of space, the proportion of the black and white would approach $1: 3$ as a iimit. Yet after any finite time, the total volume would be divided into two parts, one of which would consist of the white liquid exclusively, and the other of the black exclusively. If the coloring matter, instead of being distributed initially with a uniform density throughout a section of the eylinder, were distributed with a density represented by any arbitrary func-
tion of the cylindrical coordinates $r, \theta$ and $z$, the effect of the same motion continued indefinitely would he an approach to a condition in which the density is a function of $r$ and $z$ alone. In this limiting condition, the average square of the density would be less than in the original condition, when the density was supposed to vary with $\theta$, altlough after any finite time the average square of the density would be the same as at first.

If we limit our attention to the motion in a single plane perpendicular to the axis of the cylinder, we have something which is almost identical with a diagrammatic representation of the changes in distribution in phase of an ensemble of systems of one degree of frcedom, in which the motion is periodic, the period varying with the cnergy, as in the case of a pendulum swinging in a circular arc. If the coordinates and momenta of the systems are represented by rectangular coordinates in the diagram, the points in the diagram representing the changing phases of moving systems, will move about the origin in closed curves of constant energy. The motion will be such that areas bounded by points representing moving systems will be preserved. The only difference between the motion of the liquid and the motion in the diagram is that in one case the paths are circular, and in the other they differ more or less from that form.

When the energy is proportional to $p^{2}+q^{2}$ the curves of constant energy are circles, and the period is independent of the energy. There is then no tendency toward a state of siatistical equilibrium. 'The diagram turns about the origin without change of form. This corresponds to the case of liquid motion, when the liquid revolves with a uniform angular velocity like a rigid solid.

The analogy between the motion of an ensemble of systems in an extension-in-phase and a steady current in an incompressible liquid, and the diagrammatic representation of the case of one degree of freedom, which appeals to our geometrical intuitions, may be sufficient to show how the conservation of density in phase, which involves the conservation of tho
average value of the index of probability of phase, is consistent with an approach to a limiting condition in which that avcruge value is less. We might perhaps fairly infer from such eonsiderations as have been adduced that an approach to a limiting condition of statistical equilibrium is the general rule, when the initial condition is not of that character. But the subject is of such impurtance that it seems desirable to give it farther consideration.

Let us suppose that the total extension-in-phase for the kind of system considered to be divided into equal elements ( $D V$ ) which are very small but not infinitely small. Let us inagine an ensemble of systems distributed in this extension in a manner represented by the index of probability $\eta$, which is an arbitrary function of the phase subject only to the restriction expressed by equation (46) of Chapter I. We shall suppose the elements $D V$ to be so small that $\eta$ may in general be regarded as sensibly constant within any one of them at the initial moment. Let the path of a system be defined as the series of phases through which it passes.

At the initial moment ( $t^{\prime}$ ) a certain system is in an element of extension $D V^{\prime}$. Subsequently, at the time $t^{\prime \prime}$, the same system is in the element $D V^{\prime \prime}$. Other systems which were at first in $D V^{\prime}$ will at the time $t^{\prime \prime}$ le in $D V^{\prime \prime}$, but not all, probably. The systems which were at first in $D V^{\prime}$ will at the time $t^{\prime \prime}$ occupy an extension-in-phase exactly as large as at first. But it will probably be distributed among a very great number of the elements ( $D V$ ) into which we have divided the total extension-in-phase. If it is not so, we can generally take a later time at which it will be so. There will be exceptions to this for particular laws of motion, but we will confine ourselves to what may fairly be called the general case. Only a very small part of the systems initially in $D V^{\prime}$ will be found in $D V^{\prime \prime}$ at the time $t^{\prime \prime}$, and those which are found in $D V^{\prime \prime}$ at that time were at the initial moment distributed among a very large number of elements $D V$.
What is important for our purpose is the value of $\eta$, the index of probability of phase in the element $D V^{\prime \prime}$ at the time
$t^{\prime \prime}$. In the part of $D V^{\prime \prime}$ occupied by systems which at the time $t^{\prime}$ were in $D V^{\prime}$ the value of $\eta$ will be the same as its value in $D V^{\prime}$ at the time $t^{\prime}$, which we shall call $\eta^{\prime}$. In the parts of $D V^{\prime \prime}$ occupied by systems which at $t^{\prime}$ were in cltments very near to $D V^{\prime}$ we may suppose the value of $\eta$ to vary little from $\eta^{\prime}$. We cannot assume this in regard to partio of $D V^{\prime \prime}$ occupied by systems which at $t^{\prime}$ were in elements remote from $D V^{\prime}$. We want, therefore, some idea of the nature of the extension-in-phase occupied at $t^{\prime}$ by the systems which at $t^{\prime \prime}$ will occupy $D V^{\prime \prime}$. Analytically, the problem is identical with finding the extension occupied at $t^{\prime \prime}$ by the systems which at $t^{\prime}$ occupied $D V^{\prime}$. Now the systems in $D V^{\prime \prime}$ which lie on the same path as the system first considered, evidently arrived at $D V^{\prime \prime}$ at nearly the same time, and must have left $D V^{\prime}$ at nearly the same time, and therefore at $t^{\prime}$ were in or near $\boldsymbol{D} V^{\prime}$. We may therefore take $\eta^{\prime}$ as the value for these systems. The same essentially is true of systems in $D V^{\prime \prime}$ which lie on paths very close to the path already considered. But with respect to paths passing through $D V^{\prime}$ and $D V^{\prime \prime}$, but not so close to the first path, we cannot assume that the time required to pass from $I / V^{\prime}$ to $D V^{\prime \prime}$ is nearly the same as for the first path. The difference of the times required may be small in comparison with $t^{\prime \prime}-t^{\prime}$, but as this interval can be as large as we choose, the difference of the times required in the different paths has no limit to its possible value. Now if the case were one of statistical equilibrium, the value of $\eta$ would be constant in any path, and if all the paths which pass through $D V^{\prime \prime}$ also pass through or near $D V^{\prime}$, the value of $\eta$ throughout $D V^{\prime \prime}$ will vary little from $\eta^{\prime}$. But when the case is not one of statistical equilibrium, we cannot draw any such conclusion. The only conclusion which we can draw with respect to the phase at $t^{\prime}$ of the systems which at $t^{\prime \prime}$ are in $D V^{\prime \prime}$ is that they are ncarly on the sirme path.

Now if we should make a new estimate of indices of prolability of phase at the time $t^{\prime \prime}$, using for this purpose the elements $D V$, - that is, if we should divide the number of
systems in $D V^{\prime \prime}$, for example, by the total number of systems, and also by the extension-in-phase of the element, and take the logarithm of the quotient, we would get a number which would be less than the average value of $\eta$ for the systems within $D V^{\prime \prime}$ based on the distribution in phase at the time $t^{\prime}$.** Hence the average value of $\eta$ for the whole ensemble of systems based on the distribution at $t^{\prime \prime}$ will be less than the average value based on the distribution at $t^{\prime}$.

We must not forget that there are exceptions to this general rule. These exceptions are in cases in which the laws of motion are such that systems having small differences of phase will continue always to have small differences of phase.

It is to be observed that if the average index of probability in an ensemble may be said in some sense to have a less value at one time than at another, it is not necessarily priority in time which determines the greater average index. If a distribution, which is not one of statistical equilibrium, should be given for a time $t^{\prime}$, and the distribution at an earlier time $t^{\prime \prime}$ should be defined as that given by the corresponding phases, if we increase the interval leaving $t^{\prime}$ fixed and taking $t^{\prime \prime}$ at an earlier and earlier date, the distribution at $t^{\prime \prime}$ will in general approach a limiting distribution which is in statistical equilibrium. The determining difference in such cases is that between a definite distribution at a definite time and the limit of a varying distribution when the moment considered is carried either forward or backward indefinitely. $\dagger$
But while the distinction of prior and subsequent events may be immaterial with respect to mathematical fictions, it is quite otherwise with respect to the events of the real world. It should not be forgotten, when our ensembles are chosen to illustrate the probabilities of events in the real world, that

[^8]while the probabilities of subsequent events may often be determined from the probabilitics of pris events, it is rarely the case that probabilities of prior events can be determined from those of subseguent events, for we are rarely justified in excluding the consideration of the antecedent probability of the prior events.
It is worthy of notice that to take a system at random from an ensemble at a date chosen at random from several given dates, $t^{\prime}, t^{\prime \prime}$, etc., is practically the same thing as to take a system at random from the ensemble composed of all the systems of the given ensemble in their plases at the time $t^{\prime}$, together with the same systems in their phases at the time $t^{\prime \prime}$, etc. By Theorem VIII of Chapter XI this will give an ensemble in which the average index of probability will be less than in the given ensemble, except in the case when the distribution in the given ensemble is the same at the times $t^{\prime}, t^{\prime \prime}$, etc. Consequently, any indefiniteness in the time in which we take a system at random from an ensemble has the practical effect of diminishing the average index of the ensemble from which the system may be supposed to be drawn, except when the given ensemble is in statistical equilibrium.

## CHAPTER XIII

## EEEECT OF VARIOCS PROCESSES ON AN FNSEMBLE OF SYSTEMS

In the last chapter and in Chapter I we have considered the changes which take place in the course of time in an ensemble of isolated systems. Let ns now proceed to consider the changes which will take place in an ensemble of systems under external influences. These external influences will be of two kinds, the variation of the coorrdinates which we have called external, and the action of other ensembles of systems. The essential difference of the two kinds of influence consists in this, that the bodies to which the external coorrdinates rolate are not distributed in phase, while in the case of interaction of the systems of two ensembles, we have to regard the fact that both are distributed in phase. To find the effect produced on the ensemble with which we are principally concerned, we have therefore to consider single values of what we have called external coördinates, but an infinity of values of the internal coördinates of any other ensemble with which there is interaction.

Or, - to regard the subject from another point of view, the action between an unspecified system of an ensemble and the bodies represented by the external coordinates, is the action between a system imperfectly determined with respect to phase and one which is perfectly determined; while the interaction between two unspecified systems belonging to diferent ensembles is the action between two systems both of which are imperfectly determined with respect to phase.*

We shall suppose the ensembles which we consider to be distributed in phase in the manner described in Chapter I, and

[^9]represented by the notations of that chapter, especially by the index of probability of phase $(\eta)$. There are therefore $2 n$ independent variations in the plases which constitute the ensembles considered. This excludes ensembles like the microcanonical, in which, as energy is constant, there are only $2 n-1$ independent variations of phase. This seems necessary for the purposes of a general discussion. For although we may imagine a microcanonical ensemble to have a permanent existence when isolated from external influences, the effect of such influences would generally be to destroy the uniformity of energy in the ensemble. Moreover, since the nicrocanonical ensemble may be regarded as a limiting case of such ensembles as are described in Chapter I, (and that in more than one way, as shown in Chapter X , the exclusion is rather formal than real, since any properties which belong to the microcanonical ensemble could easily be derived from those of the ensembles of Chapter I, which in a certain sense may be regarled as representing the general case.

Let us first consider the effect of variation of the external coördinates. We have already had occasion to regard these quantities as variable in the differentiation of certain equations relating to ensembles distributed according to certain laws called canonical or microcanonical. That variation of the external coördinates was, however, only carrying the attention of the mind from an ensemble with certain values of the external coördinates, and distributed in phase according to some general law depending upon those values, to another ensemble with different values of the external coördinates, and with the distribution changed to conform to these new values.

What we have now to consider is the effect which would actually result, in the course of time in an ensemble of systems in which the external coördinates should be varied in any arbitrary manner. Let us suppose, in the first place, that these coördinates are varied abruptly at a given instant, being constant both before and after that instant. By the definition of the external coördinates it appears that this variation does not affect the phase of any system of the ensemble at the time
when it tukes place. Therefore it does not affect the index of probability of phase ( $\eta$ ) of any system, or the average value of the iudex $(\bar{\eta})$ at that time. And if these quantities are constaut in time before the variation of the external coördinates, and after that variation, their constancy in time is not interrupted by that variation. In fact, in the demonstration of the couservation of probability of phase in Chapter I, the variation of the external coördinates was not excluded.

But a variation of the external coördinates will in general disturb a previously existing state of statistical equilibrium. For, although it does not affect (at the first instant) the distribution-in-phase, it does affect the condition necessary for equilibrium. This coudition, as we have seen in Chapter IV, is that the index of probability of phase shall be a function of phase which is constant in time for moving systems. Now a change in the external coorrdinates, by changing the forces which act on the systems, will change the nature of the functions of phase which are constant in time. Therefore, the distribution in phase which was one of statistical cquilibrium for the old values of the external coordinates, will not be such for the new values.

Now we have seen, in the last chapter, that when the dis-tribution-in-phase is not one of statistical equilibrium, an ensemble of systems may, and in general will, after a longer or shorter time, come to a state which may be regarder, if very small differences of phase are neglected, as one of statistical equilibrium, and in which consequently the average value of the index ( $\bar{\eta}$ ) is less than at first. It is evident, therefore, that a variation of the external coorrdinates, by disturbing a state of statistical equilibrium, may indirectly cause a diminution, (in a certain sense at least, ) of the value of $\bar{\eta}$.

But if the change in the external coördinates is very small, the change in the distribution necessary for equilibrium will in general be correspondingly small. Hence, the original distribution in phase, since it differs little from one which would be in statistical equilibrium with the new values of the external coördinates, may be supposed to have a value of $\dot{\eta}$
which differs by a small quatity of the second order from the minimum value which characterizes the state of statistical equilibrimu. And the diminution in the average index resulting in the course of time from the very sinall change in the external coordinates, camot exceed this small quantity of the second order.

Hence also, if the change in the external coordiuates of an ensemble initially in statistical equilibrium consists in successive very small changes sejarated by very long intervals of time in which the disturbance of statistical equilibrium becomes sensibly effaced, the final diminution in the average index of probability will in general be negligible, although the total change in the external coördinates is large. The result will be the same if the change in the external coördinates takes place continuously but sufficiently slowly.

Even in cases in which there is no tendency toward the restoration of statistical equilibrium in the lapse of time, a variation of external coördinates which would cause, if it took place in a short time, a great disturbance of a previous state of equilibrium, may, if sufficiently distributed in time, produce no sensible disturbance of the statistical equilibrium.

Thus, in the case of three degrees of freedom, let the systems be heavy points suspended by elastic massless cords, and let the ensemble be distributed in phase with a density proportioned to some function of the energy, and therefore in statistical equilibrium. For a change in the external coördinates, we may take a horizontal motion of the point of suspension. If this is moved a given distance, the resulting disturbance of the statistical equilibrium may evidently be diminished indefinitely by diminishing the velocity of the point of suspension. This will be true if the law of elasticity of the string is such that the period of vibration is iudependent of the energy, in which case there is no tendency in the counse of time toward a state of statistical equilibrium, as well as in the more general casie, in which there is a tendency toward statistical equilibrium.

That something of this kind will be true in general, the following considerations will tend to show.

We define a path as the series of phases through which a system passes in the course of time when the external coordinates have fixed values. When the external conirlinates are varied, paths are changed. The path of a phase is the path to which that phase belongs. With reference to any ensemble of systems we shall denote by $\bar{D}_{p}$ the average value of the density-in-phase in a path. This implies that we have a measure for comparing different portions of the path. We shall suppose the time required to traverse any portion of a path to be its measure for the purpose of determining this average.

With this understanding, let us suppose that a certain ensemble is in statistical equilibrium. In cvery clement of extension-in-phase, therefore, the density-in-phase $D$ is cqual to its path-average $\left.D\right|_{p}$. Let a sudden small change be made in the external coorrdinates. The statistical equilibrium will be disturbed and we shall no longer have $D=D_{p}$ everywhere This is not because $D$ is changed, but because $\left.D\right|_{p}$ is changed, the paths being changed. It is evident that if $D>D_{p}$ in a part of a path, we shall have $D<\left.\bar{D}\right|_{p}$ in other parts of the same path.

Now, if we should imagine a further change in the external coördinates of the same kind, we should expect it to produce an effect of the same kind. But the manner in which the second effect will be superposed on the first will be different, according as it occurs immediately after the first change or after an interval of time. If it occurs immediately after the first change, then in any element of phase in which the first change produced a positive value of $D-\Pi_{p}$ the second change will add a positive value to the first positive value, and where $D-\left.D\right|_{p}$ was negative, the second change will add a negative value to the first negative value.

But if we wait a sufficient time before making the second change in the external coorrdinates, so that systems have passed from elements of phase in which $D-D]_{p}$ was originally positive to elements in which it was originally negative, and vice versa, (the systems carrying with them the values
of $D-D_{p}$,) the positive values of $D-\bar{T}_{i p}$ caused by the second change will be in part superposed on negative values due to the first change, and vice versa.

The disturbance of statistical equilibrium, therefore, produced by a given change in the values of the external coordinates may be very much diminished by dividing the change into two parts separated by a sufficient interval of time, and a sufficient interval of time for this purpose is one in which the phases of the individual systems are entirely unlike the first, so that any individual system is differeutly affected by the change, although the whole ensemble is affected in nearly the same way. Since there is no limit to the diminution of the disturbance of equilibrium by division of the change in the external coorrdinates, we may suppose as a gencral rule that by diminishing the velocity of the changes in the external coordinates, a given change may be made to produce a very small disturbance of statistical equilibrium.

If we write $\bar{\eta}^{\prime}$ for the value of the avcrage index of probability before the variation of the external coordinates, and $\eta^{\prime \prime}$ for the value after this variation, we shall have in any case

$$
\bar{\eta}^{\prime \prime} \leqq \bar{\eta}^{\prime}
$$

as the simple result of the variation of the external coordinates. This may be compared with the thermodynamic theorem that the entropy of a body cannot be diminished by mechanical (as distinguished from thermal) action.*

If we have (approximate) statistical equilibrium between the times $t^{\prime}$ and $t^{\prime \prime}$ (corresponding to $\bar{\eta}^{\prime}$ and $\bar{\eta}^{\prime \prime}$ ), we shall lave approximately

$$
\bar{\eta}^{\prime}=\bar{\eta}^{\prime \prime}
$$

which may be compared with the thermodynamic theorem that the entropy of a body is not (sensibly) affected by mechanical action, during which the body is at each instant (sensibly) in a state of thermodynamic equilibrium.

Approximate statistical equilibrium may usually be attained

* The correspondences to which the reader's attention is called are between $-\eta$ and entropy, and between $\Theta$ and temperature.
by a sufficiently slow variation of the extermal coorrdinates, just as approximate thermodynamic equilibrium may usually be attained by sulficient slowness in the mechanical operations to which the budy is subject.

We now pass to the consideration of the effect on an ensemble of systems which is produced by the action of other ensembles with which it is brought into dynamical connection. In a previous chapter * we have imagined a dynamical connection arbitrarily created between the systems of two ensembles. We shall now regard the action between the systems of the two ensembles as a result of the variation of the external coördinates, which causes such variations of the internal coorrdinates as to bring the systems of the two ensembles within the range of each other's action.

Initially, we suppose that we have two scparate ensembles of systems, $E_{1}$ and $E_{2}$. The numbers of degrees of freedom of the systems in the two ensembles will be denoted by $n_{1}$ and $n_{2}$ respectively, and the probability-coefficients by $e^{n_{1}}$ and $e^{n_{2}}$. Now we may regard any system of the first enscmble combined with any system of the sccond as forming a single system of $n_{1}+n_{2}$ degrees of freedom. Let us consider the ensemble ( $E_{12}$ ) obtained by thus combining each system of the first ensemble with each of the second.
$\Lambda$ the initial moment, which may be specified by a single accent, the probability-coefficient of any phase of the combined systems is evidently the product of the probability-coefficients of the phases of which it is made up. This may be expressed by the equation,

|  | $e^{\eta_{12}{ }^{\prime}}=e^{\eta_{1}^{\prime}} e^{\eta_{2}^{\prime}}$, |
| :--- | :--- |
| or $\quad$ | $\eta_{12}^{\prime}=\eta_{1}^{\prime}+\eta_{2}^{\prime}$, |
| which gives | $\bar{\eta}_{12}^{\prime}=\bar{\eta}_{1}^{\prime}+\bar{\eta}_{2}^{\prime}$. |

The forces tending to vary the internal coördinates of the combined systems, together with those exerted by either system upon the bodies represented by the coordinates called

* See Chapter IV, page 37.
external, may be derived from a single force-function, which, taken negatively, we slall call the potential energy of the combined systems and denote by $\epsilon_{12}$. But we suppose that initially none of the systens of the two ersembles $E_{1}$ and $E_{2}$ come within range of each other's accion, so that the potential energy of the combined system falls into two parts relating separately to the systems which are combined. The same is obviously true of the kinetic energy of the combined compound system, and therefore of its total cnergy. This may be expressed by the equation

$$
\begin{align*}
& \epsilon_{12}^{\prime}=\epsilon_{1}^{\prime}+\epsilon_{2}^{\prime}  \tag{458}\\
& \bar{\epsilon}_{12}^{\prime}=\bar{\epsilon}_{1}^{\prime}+\bar{\epsilon}_{2}^{\prime} \tag{459}
\end{align*}
$$

Let us now suppose that in the course of time, owing to the motion of the bodies represented by the coordinates called external, the forces ncting on the systems and consequently their positions are so altered, that the systems of the ensembles $E_{1}$ and $E_{2}$ are brought within range of each other's action, and after such mutual influence has lasted for a time, by a further change in the external coördinates, perhaps a return to their original values, the systems of the two original ensembles are brought again out of range of each other's action. Finally, then, at a time specified by double accents, we shall have as at first

$$
\begin{equation*}
\bar{\epsilon}_{12}^{\prime \prime}=\bar{\epsilon}_{1}^{\prime \prime}+\bar{\epsilon}_{2}^{\prime \prime} \tag{460}
\end{equation*}
$$

But for the indices of probability we must write *

$$
\begin{equation*}
\bar{\eta}_{1}^{\prime \prime}+{\overline{\eta_{2}}}^{\prime \prime} \leqq \bar{\eta}_{12}^{\prime \prime} \tag{461}
\end{equation*}
$$

The considerations adduced in the last chapter show that it is safe to write

$$
\begin{equation*}
\bar{\eta}_{12}^{\prime \prime} \leqq \bar{\eta}_{12}^{\prime} \tag{462}
\end{equation*}
$$

We have therefore

$$
\begin{equation*}
\bar{\eta}_{1}^{\prime \prime}+\bar{\eta}_{2}^{\prime \prime} \leqq \bar{\eta}_{1}^{\prime}+\bar{\eta}_{2}^{\prime} \tag{463}
\end{equation*}
$$

which may be compared with the thermodynamic theorem that

* See Chapter XI, Theorem VII.
the thermal contact of two bodies may increase but cannot diminish the sum of their entropies.

Let us especially consider the case in which the two original ensembles were both canonically distributed in phase with the respective moduli $\Theta_{1}$ and $\Theta_{2}$. We have then, by Theorem III of Chapter XI,

$$
\begin{align*}
& \bar{\eta}_{2}^{\prime}+\frac{\bar{\epsilon}_{1}^{\prime}}{\Theta_{1}} \leqq \bar{\eta}_{1}^{\prime \prime}+\frac{\bar{\epsilon}_{1}^{\prime \prime}}{\Theta_{1}}  \tag{464}\\
& \bar{\eta}_{2}^{\prime}+\frac{\bar{\varepsilon}_{2}^{\prime}}{\Theta_{2}} \leqq \bar{\eta}_{2}^{\prime \prime}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}} \tag{465}
\end{align*}
$$

Whence with (463) we have
or

$$
\begin{align*}
& \frac{\bar{\epsilon}_{1}^{\prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}^{\prime}}{\Theta_{2}} \leqq \frac{\epsilon_{1}^{\prime \prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}}  \tag{466}\\
& \frac{\bar{\epsilon}_{1}^{\prime \prime}-\bar{\epsilon}_{1}^{\prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}^{\prime \prime}-\bar{\epsilon}_{2}^{\prime}}{\Theta_{2}} \geqq 0 . \tag{467}
\end{align*}
$$

If we write $\bar{W}$ for the average work done by the combined systems on the external bodies, we have by the principle of the conservation of energy

$$
\begin{equation*}
\bar{W}=\bar{\epsilon}_{12}^{\prime}-\bar{\epsilon}_{12}^{\prime \prime}=\bar{\epsilon}_{1}^{\prime}-\bar{\epsilon}_{1}^{\prime \prime}+\bar{\epsilon}_{2}^{\prime}-\bar{\epsilon}_{2}^{\prime \prime} . \tag{468}
\end{equation*}
$$

Now if $\bar{W}$ is negligible, we have

$$
\begin{equation*}
\bar{\epsilon}_{1}^{\prime \prime}-\bar{\epsilon}_{2}^{\prime}=-\left(\bar{\epsilon}_{2}^{\prime \prime}-\bar{\epsilon}_{2}^{\prime}\right) \tag{469}
\end{equation*}
$$

and (467) shows that the ensemble which has the greater modulus must lose energy. This result may be compared to the thermodynamic principle, that when two bodies of different temperatures are brought together, that which has the higher temperature will lose energy.

Let us next suppose that the ensemble $E_{2}$ is originally canonically distributed with the modulus $\Theta_{2}$, but leave the distribution of the other arbitrary. We have, to determine the result of a similar process,

$$
\begin{aligned}
& \bar{\eta}_{1}^{\prime \prime}+\bar{\eta}_{2}^{\prime \prime} \leqq \bar{\eta}_{1}^{\prime}+\bar{\eta}_{2}^{\prime} \\
& \bar{\eta}_{2}^{\prime}+\frac{\bar{\epsilon}_{2}^{\prime}}{\bigoplus_{2}} \leqq \bar{\eta}_{2}^{\prime \prime}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\bar{\eta}_{1}^{\prime \prime}+\frac{\bar{\epsilon}_{2}^{\prime}}{\bigotimes_{2}} \leqq \bar{\eta}_{1}^{\prime}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}} \tag{470}
\end{equation*}
$$

which may be written

$$
\begin{equation*}
\bar{\eta}_{1}^{\prime}-\bar{\eta}_{1}^{\prime \prime} \geqq \frac{\bar{\epsilon}_{2}^{\prime}-\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}} \tag{471}
\end{equation*}
$$

This may be compared with the thermodynamic principle that when a body (which need not be in thermal equilibrium) is brought into thermal contact with another of a given temperature, the increase of entropy of the first cannot be less (algebraically) than the loss of heat by the second divided by its temperature. Where $\bar{W}$ is negligible, we may write

$$
\begin{equation*}
\bar{\eta}_{1}^{\prime \prime}+\frac{\bar{\epsilon}_{1}^{\prime \prime}}{\Theta_{2}} \leqq \bar{\eta}_{1}^{\prime}+\frac{\bar{\epsilon}_{1}^{\prime}}{\Theta_{2}} \tag{472}
\end{equation*}
$$

Now, by Theorem III of Chapter XI, the quantity

$$
\begin{equation*}
\bar{\eta}_{1}+\frac{\bar{\epsilon}_{1}}{\Theta_{2}} \tag{473}
\end{equation*}
$$

has a minimum value when the enserable to which $\bar{\eta}_{1}$ and $\bar{\epsilon}_{1}$ relate is distributed canomically with the modulus $\Theta_{2}$. If the ensemble had originally this distribution, the sign $<$ in (472) would be impossible. In fact, in this case, it would be easy to show that the preceding formulae on which (472) is founded would all have the sign $=$. But when the two ensembles are not both originally distributed canonically with the same modulus, the formulae indicate that the quantity (473) may be diminished by bringing the ensemble to which $\epsilon_{1}$ and $\eta_{1}$ relate into connection with another which is canonically distributed with modulus $\Theta_{2}$, and therefore, that by repeated operations of this kind the ensemble of which the original distribution was entirely arbitrary might be brought approximately into a state of canonical distribution with the modulus $\Theta_{2}$. We may compare this with the thermodynamic principle that a body of which the original thermal state may be entirely arbitrary, may be brought approximately into a state of thermal equilibrium with any given temperature by repeated connections with other bodies of that temperature.

Let us now suppose that we have a certain number of ensembles, $E_{0}, E_{1}, E_{2}$, etc., distributed canonically with the respective moduli $\Theta_{0}, \Theta_{1}, \Theta_{2}$, etc. By variation of the external coördinates of the ensemble $E_{0}$, let it be brought into connection with $E_{1}$, and then let the connection be broken. Let it then be brought into connection with $E_{2}$, and then let that connection be broken. Let this process be continued with respect to the remaining ensernbles. We do not make the assumption, as in some cases before, that the work connected with the variation of the external coördinates is a negligible quantity. On the contrary, we wish especially to consider the case in which it is large. In the final state of the ensemble $E_{0}$, het us suppose that the external courdinates have been brought back to their original values, and that the average energy $\left(\ddot{\epsilon}_{0}\right)$ is the same as at first.

In our usual notations, using one and two accents to distinguish original and final values, we get by repeated applications of the principle expressed in (463)

$$
\begin{equation*}
\bar{\eta}_{0^{\prime}}+\bar{\eta}_{1}^{\prime}+\bar{\eta}_{a^{\prime}}^{\prime}+\text { etc. } \geqq \bar{\eta}_{\mathrm{y}^{\prime \prime}}^{\prime \prime}+\bar{\eta}_{1}^{\prime \prime}+\bar{\eta}_{2}^{\prime \prime}+\text { etc. } \tag{474}
\end{equation*}
$$

But by Theorem III of Chapter XI,

$$
\begin{align*}
& \bar{\eta}_{0}^{\prime \prime}+\frac{\bar{\epsilon}_{0}^{\prime \prime}}{\Theta_{0}} \geqq \bar{\eta}_{0}^{\prime}+\frac{\bar{\epsilon}_{0}^{\prime}}{\Theta_{0}^{\prime}},  \tag{475}\\
& \bar{\eta}_{2}^{\prime \prime}+\frac{\bar{\epsilon}_{1}^{\prime \prime}}{\Theta_{1}} \geqq \bar{\eta}_{1}^{\prime}+\frac{\bar{\epsilon}_{1}^{\prime}}{\Theta_{1}},  \tag{476}\\
& \bar{\eta}_{2}^{\prime \prime}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}} \geqq \bar{\eta}_{2}^{\prime}+\frac{\bar{\epsilon}_{2}^{\prime}}{\Theta_{2}}, \tag{477}
\end{align*}
$$

Hence $\quad \frac{\bar{\epsilon}_{0}^{\prime \prime}}{\Theta_{0}}+\frac{\bar{\epsilon}_{1}^{\prime \prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}}+$ etc. $\geqq \frac{\bar{\epsilon}_{0}{ }^{\prime}}{\Theta_{0}}+\frac{\bar{\epsilon}_{1}^{\prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}{ }^{\prime}}{\Theta_{2}}+$ etc.
or, since

$$
\begin{equation*}
\bar{\epsilon}_{0}^{\prime}=\bar{\epsilon}_{0}^{\prime \prime} \tag{478}
\end{equation*}
$$

$$
\begin{equation*}
0 \geqq \frac{\bar{\epsilon}_{1}^{\prime}-\bar{\epsilon}_{1}^{\prime \prime}}{\Theta_{1}}+\frac{\bar{\epsilon}_{2}^{\prime}-\bar{\epsilon}_{2}^{\prime \prime}}{\Theta_{2}}+\text { etc. } \tag{479}
\end{equation*}
$$

If we write $\bar{W}$ for the average work done on the bodies represented by the external coördinates, we have
ON AN ENSEMDLE OF SYSTEMS.

$$
\begin{equation*}
\bar{\epsilon}_{1}^{\prime}-\bar{\epsilon}_{1}^{\prime \prime}+\bar{\epsilon}_{2}^{\prime}-\bar{\epsilon}_{2}^{\prime \prime}+\text { etc }=\widetilde{W} . \tag{480}
\end{equation*}
$$

If $E_{0}, E_{1}$, and $E_{2}$ are the only ensembles, we have

$$
\begin{equation*}
W \leq \frac{\Theta_{1}-\Theta_{2}}{\Theta_{1}}\left(\bar{\epsilon}_{1}^{\prime}-\bar{\epsilon}_{1}^{\prime \prime}\right) \tag{481}
\end{equation*}
$$

It will be observed that the relations expressed in the last three formulae between $\bar{W}, \bar{\epsilon}_{1}-\bar{\epsilon}_{1}^{\prime \prime}, \bar{\epsilon}_{2}^{\prime}-\bar{\epsilon}_{2}^{\prime \prime}$, etc., and $\Theta_{1}$. $\Theta_{2}$, etc. are precisely those which hold in a Carnot's cycle fon the work obtained, the energy lost by the several bodies which serve as heaters or coolers, and their initial temperatures.

It will not escape the reader's notice, that while from one point of view the operations which are here described are quite beyond our powers of actual performance, on account of the impossibility of handling the immense number of systems which are involved, yet from another point of view the operations described are the most simple and accurate means of representing what actually takes place in our simplest experiments in thermodynamics. The states of the bodies which we handle are certainly not known to us exactly. What we know about a body can generally be described most accurately and most simply by saying that it is one taken at random from a great number (ensemble) of bodies which are completely described. If we bring it into connection with another body concerning which we have a similar limited knowledge, the state of the two bodies is properly described as that of a pair of bodies taken from a great number (ensemble) of pairs which are formed by combining each body of the first ensemble with each of the second.

Again, when we bring one body into thermal contact with another, for example, in a Carnot's cycle, when we bring a mass of fluid into thermal contact with some other body from which we wish it to receive heat, we may do it by moving the vessel containing the fluid. This motion is mathematically expressed by the variation of the coorrdinates which determine the position of the vessel. We allow ourselves for the purposes of a theoretical discussion to suppose that the walls of this vessel are incapable of absorbing heat from the fluid.

Yet while we exclude the kind of action which we call thermal between the fluid and the containing vessel, we allow the kind which we call work in the narrower sense, which takes place when the volume of the fluid is changed by the motion of a piston. This agrees with what we have supposed in regard to the external coördinates, which we may vary in any arbitrary manner, and are in this entirely unlike the coordinates of the second ensemble with which we bring the first into connection.

When heat passes in any thermodynamic experiment between the fluid principally considered and some other borly, it is actually absorbed and given out by the walls of the vessel, which will retain a varying quantity. This is, however, a disturbing circumstance, which we suppose in some way made negligible, and actually neglect in a theoretical discussion. In our case, we suppose the walls incapable of absorbing energy, except through the motion of the extcrnal coorrdinates, but that they allow the systems which they contain to act directly on one another. Properties of this kind are mathematically expressed by supposing that in the vicinity of a certain surface, the position of which is determined by certain (external) coördinates, particles belonging to the system in question cxperionce a repulsion from the surface increasing so rapidly with nearness to the surface that an infinite expenditure of energy would be required to carry them through it. It is evident that two systems might be separated by a surface or surfaces exerting the proper forces, and yet approach each other closely enough to exert mechanical action on each other.

## CHAPTER XIV.

## DISCUSSION OF THERMODYNAMIC ANALOGIES.

If we wish to find in rational mechanics an a priori foundation for the principles of thermodynamies, we must seck mechanical definitions of temperature and entropy. The quantities thus defined must satisfy (under conditions and with limitations which again must be specified in the language of mechanics) the differential equation

$$
\begin{equation*}
d \varepsilon=T d \eta-A_{1} d a_{1}-A_{2} d a_{2}-\text { etc } \tag{482}
\end{equation*}
$$

where $\epsilon, T$, and $\eta$ denote the energy, temperature, and entropy of the system considered, and $A_{1} d a_{1}$, ctc., the mechanical work (in the narrower sense in which the torm is used in thermodynamics, i.e., with exclusion of thermal action) done upon external bodies.
This implies that we are able to distinguish in mechanical terms the thermal action of one system on another from that which we call mcchanical in the narrower sense, if not indeed in every case in which the two may be combined, at least so as to specify cases of thermal action and cases of mechanical action.
Such a differential equation moreover implies a finite equation between $\epsilon, \eta$, and $a_{1}, a_{2}$, etc., whieh may be regarded as fundamental in regard to those properties of the system which we call thermodynamie, or which may be called so from analogy. This fundamental thermodynamic equation is determined by the fundamental mechanical equation which expresses the energy of the system as function of its momenta and coördinates with those external coördinates ( $a_{1}, a_{2}$, etc.) which appear in the differential expression of the work done on external bodies. We have to show the mathematical operations by which the fundamental thermodynamic equation,
which in general is an equation of few variables, is derived from the fundamental mechanical equation, which in the case of the bodies of nature is one of an enormous number of variables.

We have also to enunciate in mechanical terms, and to prove, what we call the tendency of heat to pass from a system of higher temperature to one of lower, and to show that this teudency vanishes with respect to systems of the same temperature.

At least, we have to show by a priori reasoning that for such systerns as the material bodies which nature presents to us, these relations hold with such approximation that they are sensibly true for human faculties of observation. This indeed is all that is really necessary to establish the science of thermodynamics on an a priori basis. Yet we will naturally desire to find the exact expression of those principles of which the laws of thermodynamics are the approximate expression. A very little study of the statistical properties of conservative systems of a finite number of degrees of freedom is sufficient to make it appear, more or less distinctly, that the general laws of thermodynamics are the limit toward which the exact laws of such systems approximate, when their number of degrees of freedom is indefinitely increased. And the problem of finding the exactrelations, as distinguished from the approximate, for systems of a great number of degrees of freedom, is practically the same as that of finding the relations which hold for any number of degrees of freedom, as distinguished from those which have been established on an empirical basis for systems of a great number of degrees of freedom.

The enunciation and proof of these exact laws, for systems of any finite number of degrees of freedom, has been a principal object of the preceding discussion. But it should be distinctly stated that, if the results obtained when the numbers of degrees of freedom are enormous coincide sensibly with the general laws of thermodynamics, however interesting and significant this coincidence may be, we are still far from
having explained the phenomena of nature with respect to these laws. For, as compared with the case of nature, the systems which we have considered are of an ideal simplicity. Although our only assumption is that we are considering conservative systems of a finite number of degrees of freedom, it would seem that this is assuming far too much, so far as the bodies of nature are concerned. The phenomena of radiant heat, which certainly should not be neglected in any complete system of thernodynamics, and the electrical phenomena associated with the combination of atoms, seem to show that the hypothesis of systems of a finite number of degrees of freedom is inadequate for the explanation of the properties of bodies.

Nor do the results of such assumptions in every detail appear to agree with experience. We should expect, for example, that a diatomic gas, so far as it could be treated independently of the phenomena of radiation, or of any sort of electrical manifestations, would have six degrees of freedom for each molecule. But the behavior of such a gas seems to indicate not more than five.

But although these difficulties, long recognized by physicists,* seem to prevent, in the present state of science, any satisfactory explanation of the phenomena of thermodynamics as presented to us in nature, the ideal case of systems of a finite number of degrees of freedom remains as a subject which is certainly not devoid of a theoretical interest, and which may serve to point the way to the solution of the far more difficult problems presented to us by nature. And if the study of the statistical properties of such systems gives us an exact expression of laws which in the limiting case take the form of the received laws of thermodynamics, its interest is so much the greater.

Now we have defined what we have called the modulus ( $\Theta$ ) of an ensemble of systems canonically distributed in phase, and what we have called the index of probability $(\eta)$ of any phase in such an ensemble. It has been shown that between

* See Boltzmann, Sitzb. der Wiener Akad., Bd. LXIII., S. 418, (1871).
the modulus ( $\Theta$ ), the external coördinates ( $a_{1}$, etc.), and the averuge values in the ensemble of the energy ( $\epsilon$ ), the index of probability $(\eta)$, and the external forces ( $A_{1}$, etc.) exerted by the systems, the following differential equation will hold:

$$
\begin{equation*}
\overline{d_{c}}=-\Theta \bar{d}_{\eta}-\bar{A}_{1} d u_{1}-\bar{A}_{2} d u_{2}-\text { etc. } \tag{483}
\end{equation*}
$$

This equation, if we neglect the sign of averages, is identical in form with the thermodynamic equation (482), the modulus $(\Theta)$ corresponding to temperature, and the index of probability of phase with its sign reversed corresponding to entropy.*

We have also shown that the average square of the anomalies of $\epsilon$, that is, of the deviations of the individual values from the average, is in general of the same order of magnitude as the reciprocal of the number of degrees of freedom, and therefore to human observation the individual values are indistinguishable from the average values when the number of degrees of freedom is very great. $\dagger$ In this case also the anomalies of $\eta$ are practically insensible. The same is true of the anomalies of the external forces ( $A_{1}$, etc.), so far as these are the result of the anomalies of energy, so that when these forces are sensibly determined by the energy and the external coördinates, and the number of degrees of freedom is very great, the anomalies of these forces are insensible.

The mathematical operations by which the finite cquation between $\bar{\epsilon}, \bar{\eta}$, and $a_{1}$, etc., is deduced from that which gives the energy ( $\epsilon$ ) of a system in terms of the momenta ( $p_{1} \ldots, p_{n}$ ) and coördinates both internal $\left(q_{1} \ldots q_{n}\right)$ and external ( $\alpha_{1}$, etc.), are indicated by the equation

$$
\begin{equation*}
e^{-\frac{\psi}{\Theta}}=\int_{\text {phases }}^{\text {all }} \int^{-\frac{\epsilon}{\Theta^{2}}} d q_{1} \ldots d q_{n} d p_{1} \ldots d p_{n} \tag{484}
\end{equation*}
$$

where

$$
\psi=\Theta \bar{\eta}+\vec{\epsilon} .
$$

We have also shown that when systems of different ensembles are brought into conditions analogous to thermal contact, the average result is a passage of energy from the ensemble
of the greater modulus to that of the less, ${ }^{*}$ or in case of erqual moduli, that we have a condition of statistical equilibrium in regard to the distribution of energy. $\dagger$
Propositions have also been demonstrated analogous to those in thermodynamics relating to a Carnot's cycle, $\ddagger$ or to the tendency of entropy to increase, $\$$ especially when bodies of different temperature are brought into contact.
We have thus precisely defined quantities, and rigorously demonstrated propositions, which hold for any number of degrees of freedom, and which, when the number of degrees of freedom ( $n$ ) is enormously great, would appear to human faculties as the quantities and propositions of empirical thermodynamics.
It is evident, howevcr, that there may be more than one quantity defined for finite values of $n$, which approach the same limit, when $n$ is increased indefinitely, and more than one proposition relating to finite values of $n$, which approach the same limiting form for $n=\infty$. There may be therefore, and there are, other quantities which may be thought to have some claim to be regarded as temperature and entropy with respect to systems of a finite number of degrees of freedom.

The definitions and propositions which we have been considering relate essentially to what we have called a canonical ensemble of systems. This may appear a less natural and simple conception than what we have called a microcanonical ensemble of systems, in which all have the same energy, and which in many cases represents simply the time-ensemble, or ensemble of phascs through which a single system passes in the course of time.
It may therefore seem desirable to find definitions and propositions relating to these microcanonical ensembles, which shall correspond to what in thermodynamics are based on experience. Now the differential equation

$$
\begin{equation*}
d \epsilon=e^{-\phi} V d \log V-\overline{\left.A_{1}\right|_{\epsilon}} d a_{1}-\left.\bar{A}_{2}\right|_{\epsilon} d a_{2}-\text { etc. }, \tag{485}
\end{equation*}
$$

[^10]which has been demonstrated in Chapter X, and which relates to a microcanonical ensemble, $\left.\pi_{1}\right]_{\epsilon}$ denoting the average value of $A_{1}$ in such an ensemble, corresponds precisely to the the modynamic equation, except for the sign of average alplied to the external forces. But as these forces are not entirely determined by the energy with the external coordinates, the use of average values is entirely germane to the subject, and affords the readiest means of getting perfectly determined quantities. These averages, which are taken for a microcanonical ensemble, may seem from some points of view a more simple and natural conception than those which relate to a canonical ensemble. Moreover, the energy, and the quantity corresponding to entropy, are free from the sign of average in this equation.

The quantity in the equation which corresponds to eutropy is $\log V$, the quantity $V$ being defined as the cxtension-inphase within which the energy is less than a certain limiting value ( $\epsilon$ ). This is certaimly a more simple conception than the average value in a canonical ensemble of the index of probability of phase. $\log V$ has the property that when it is constant

$$
\begin{equation*}
d \epsilon=-\left.\overline{A_{1}}\right|_{\epsilon} d a_{1}-\left.\overline{A_{2}}\right|_{\epsilon} d a_{2}+\text { etc. } \tag{486}
\end{equation*}
$$

which closely corresponds to the thermodynamic property of entropy, that when it is constant

$$
\begin{equation*}
d \epsilon=-A_{1} d a_{1}-A_{2} d a_{2}+\text { etc. } \tag{487}
\end{equation*}
$$

The quantity in the equation whieh corresponds to temperature is $\epsilon^{-\phi} V$, or $d \epsilon / d \log V$. In a canonical ensemble, the average value of this quantity is equal to the modulus, as has been shown by different methods in Chapters IX and X.

In Chapter X it has also been shown that if the systems of a microcanonical ensemble consist of parts with separate energies, the average valuc of $\epsilon^{-\phi} V$ for any part is equal to its average value for any other part, and to the uniform value of the same expression for the whole ensemble. This corrcsponds to the theorem in the theory of heat that in case of thermal equilibrium the temperatures of the parts of a body are equal to one another and to that of the whole body.

Since the energies of the parts of a body cannot be supposed to remain absolutely constant, even where this is the case with respect to the whole body, it is evident that if we regard the temperature as a function of the energy, the taking of average or of probable values, or some other statistical process, must be used with reference to the parts, in order to get a perfectly definite value conesponding to the notion of temperature.

It is worthy of notice in this connection that the average value of the kinetic energy, either in a microcanonical ensemble, or in a canonical, divided by one half the number of degrees of freedom, is equal to $t^{\phi} V$, or to its average value, and that this is true not only of the whole system which is distributed either microcanonieally or canonically, but also of any part, although the corresponding theorem relating to temperature hardly belongs to empirical thermodynamics, since neither the (inner) kinetic energy of a body, nor its number of degrees of freedom is immediately cognizable to our faculties, and we meet the gravest difficulties when we endeavor to apply the theorem to the theory of gases, except in the simplest ease, that of the gases known as monatomic.

But the eorrespondence between $e^{-\phi} V$ or $d \epsilon / d \log V$ and temperature is imperfect. If two isolated systems have such energies that

$$
\frac{d \epsilon_{1}}{d \log V_{1}}=\frac{d \epsilon_{2}}{d \log V_{2}},
$$

and the two systems are regarded as combined to form a third system with energy

$$
\epsilon_{12}=\epsilon_{1}+\epsilon_{2},
$$

we shall not have in general

$$
\frac{d \epsilon_{12}}{d \log V_{12}}=\frac{d \epsilon_{1}}{d \log V_{1}}=\frac{d \epsilon_{3}}{d \log V_{2}},
$$

as analogy with temperature would require. In fact, we have seen that

$$
\frac{d \epsilon_{12}}{d \log V_{12}}=\left.\frac{\overline{d \epsilon_{1}}}{d \log V_{1}}\right|_{\epsilon_{12}}=\frac{\overline{d \epsilon_{2}}}{d \log V_{2 \mid} \epsilon_{12}},
$$

where the second and third members of the equation denote average values in an ensemble in which the compound system is microcanonically distributed in phase. Let us suppose the two original systems to be identical in nature. Then

$$
\epsilon_{1}=\epsilon_{2}=\bar{\epsilon}_{1 \mid \epsilon_{12}}=\bar{\epsilon}_{2} \epsilon_{12} .
$$

The equation in question would require that

$$
\frac{d \epsilon_{1}}{d \log V_{1}}=\left.\frac{d \epsilon_{1}}{d \log V_{1}}\right|_{\epsilon_{12}},
$$

i.e., that we get the same result, whether we take the value of $d \epsilon_{1} / d \log V_{1}$ determined. for the average value of $\epsilon_{1}$ in the ensemble, or take the average value of $d \epsilon_{1} / d \log V_{1}$. This will be the case where $d \epsilon_{1} / d \log V_{1}$ is a linear function of $\epsilon_{1}$. Evidently this does not constitute the most general case. Therefore the equation in question cannot be true in general. It is true, however, in some very important particular cascs, as when the energy is a quadratic function of the $p$ 's and $q$ 's, or of the $p$ 's alone.* When the equation holds, the case is analogous to that of bodies in thermodynamies for which the specific heat for constant volume is constant.

Another quantity which is closely related to temperature is $d \phi / d \epsilon$. It has been shown in Chapter IX that in a canonical ensemble, if $n>2$, the average value of $d \phi / d \epsilon$ is $1 / \Theta$, and that the most common value of the energy in the ensemble is that for which $d \phi / d \epsilon=1 / \Theta$. The first of these properties may be compared with that of $d \epsilon / d \log V$, which has been seen to have the average value $\Theta$ in a canonical ensemble, without restriction in regard to the number of degrees of freedom.

With respect to microcanonical ensembles also, $d \phi / d \epsilon$ has a property similar to what has been mentioned with respeet to $d e / d \log V$. That is, if a system microcanonically distributed in phase consists of two parts with separate energies, and each

* This last case is important on account of its relation to the theory of gases, although it must in strictness be regarded as a limit of possible cases, rather than as a case which is itself possible.
with more than two degrees of freedom, the average values in the ensemble of $d \phi / d e$ for the two parts are equal to one another and to the value of same expression for the whole. In our usual notations
if $n_{1}>2$, and $n_{2}>2$.
This analogy with temperature has the same incompleteness which was noticed with respect to $d \epsilon / d \log V$, viz., if two systems have such energies ( $\epsilon_{1}$ and $\epsilon_{2}$ ) that

$$
\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{d \phi_{n}}{d E_{2}},
$$

and they are combined to form a third system with energy

$$
\epsilon_{12}=\epsilon_{1}+\epsilon_{2},
$$

we shall not have in general

$$
\frac{d \phi_{12}}{d \epsilon_{12}}=\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{d \phi_{2}}{d \epsilon_{2}} .
$$

Thus, if the energy is a quadratic function of the $p$ 's and $q^{\prime} s$, we have *

$$
\begin{gathered}
\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{n_{1}-1}{\epsilon_{1}}, \quad \frac{d \phi_{2}}{d \epsilon_{2}}=\frac{n_{2}-1}{\epsilon_{2}} \\
\frac{d \phi_{12}}{d \epsilon_{12}}=\frac{n_{12}-1}{\epsilon_{12}}=\frac{n_{1}+n_{2}-1}{\epsilon_{1}+\epsilon_{2}}
\end{gathered}
$$

where $n_{1}, n_{2}, n_{12}$, are the numbers of degrees of freedom of the separate and combined systems. But

$$
\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{d \phi_{2}}{d \epsilon_{2}}=\frac{n_{1}+n_{2}-2}{\epsilon_{1}+\epsilon_{2}} .
$$

If the energy is a quadratic function of the $p$ 's alone, the case would be the same except that we should have $\frac{1}{2} n_{1}, \frac{1}{2} n_{2}, \frac{1}{2} n_{12}$, instead of $n_{1}, n_{2}, n_{12}$. In these particular cases, the analogy

* See foot-note on page 93 . We have here made the least value of the energy consistent with the values of the external coordinates zero instead of $\epsilon_{a}$, as is evidently allowable when the external coördinates are supposed invariable.
between $d_{\epsilon} / d \log V$ and temperature would we complete, as has already been remarked. We should have

$$
\begin{gathered}
\frac{d \epsilon_{1}}{d \log V_{1}}=\frac{\epsilon_{1}}{n_{1}}, \quad \frac{d \epsilon_{2}}{d \log V_{2}}=\frac{\epsilon_{2}}{n_{2}}, \\
\frac{d \epsilon_{12}}{d \log V_{12}}=\frac{\epsilon_{12}}{n_{12}}=\frac{d \epsilon_{1}}{d \log V_{1}}=\frac{d \epsilon_{2}}{d \log V_{2}},
\end{gathered}
$$

when the energy is a quadratic function of the $p$ 's and $q$ 's, and similar equations with $\frac{1}{2} n_{1}, \frac{1}{2} n_{2}, \frac{1}{2} n_{12}$, instead of $n_{1}, n_{2}, n_{12}$, when the energy is a quadratic function of the $p$ 's alone.

More characteristic of $d \phi / d \epsilon$ are its properties relating to most probable values of energy. If a system having two parts with separate energies and each with more than two degrees of freedom is microcanonically distributed in phase, the most probable division of energy between the parts, in a system taken at random from the ensemble, satisfies the equation

$$
\begin{equation*}
\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{d \phi_{2}}{d \epsilon_{2}}, \tag{488}
\end{equation*}
$$

which corresponds to the thermodynamic theorem that the distribution of energy between the parts of a system, in case of thermal equilibrium, is such that the temperatures of the parts are equal.
To prove the theorem, we observe that the fractional part of the whole number of systems which have the energy of one part ( $\epsilon_{1}$ ) between the limits $\epsilon_{1}{ }^{\text {a }}$ and $\epsilon_{1}{ }^{\prime \prime}$ is expressed by

$$
e^{-\phi_{12}} \int_{\epsilon_{1}^{\prime}}^{\varepsilon_{1}^{\prime \prime \prime}} e^{\phi_{1}+\phi_{2}} d \epsilon_{1}
$$

where the variables are connected by the equation

$$
\epsilon_{1}+\epsilon_{2}=\text { constant }=\epsilon_{12} .
$$

The greatest value of this expression, for a constant infinitesimal value of the difference $\epsilon_{1}^{\prime \prime}-\epsilon_{1}^{\prime}$, determines a value of $\epsilon_{1}$, which we may call its most probable value. This depends on the greatest possible value of $\phi_{1}+\phi_{2}$. Now if $n_{1}>2$, and $n_{2}>2$, we shall have $\phi_{1}=-\infty$ for the least possible value of
$\epsilon_{1}$, and $\phi_{2}=-\infty$ for the least possible value of $\epsilon_{2}$. Between these limits $\phi_{1}$ and $\phi_{2}$ will be finite and erntinuous. Hence $\phi_{1}+\phi_{2}$ will have a maximum satisfying the equation (488).

But if $n_{1} \leqq 2$, or $n_{2} \leqq 2, d \phi_{1} / d \epsilon_{1}$ or $d \phi_{2} / d \epsilon_{2}$ may be nergative, or zero, for all values of $\epsilon_{1}$ or $\epsilon_{2}$, and can hardly be regarded as having properties analogous to temperature.

It is also worthy of notice that if a system which is microcanonically distributed in phase has three parts with separate energies, and each with more than two degrees of freedom, the most probable division of energy between these parts satisfies the equation

$$
\frac{d \phi_{1}}{d \epsilon_{1}}=\frac{d \phi_{2}}{d \epsilon_{2}}=\frac{d \cdot p_{3}}{d \epsilon_{3}} .
$$

That is, this equation gives the most proballe set of values of $\epsilon_{1}, \epsilon_{2}$, and $\epsilon_{3}$. But it does not give the most probable value of $\epsilon_{1}$, or of $\epsilon_{2}$, or of $\epsilon_{3}$. Thus, if the energies are quadratic funetions of the $p$ 's and $q$ 's, the most probable division of energy is given by the equation

$$
\frac{n_{1}-1}{\epsilon_{1}}=\frac{n_{2}-1}{\epsilon_{1}}=\frac{n_{3}-1}{\epsilon_{3}} .
$$

But the most probable value of $\epsilon_{1}$ is given by

$$
\frac{n_{1}-1}{\epsilon_{1}}=\frac{n_{2}+n_{3}-1}{\epsilon_{2}+\epsilon_{3}},
$$

while the preceding equations give

$$
\frac{n_{1}-1}{\epsilon_{1}}=\frac{n_{2}+n_{3}-2}{\epsilon_{2}+\epsilon_{3}} .
$$

These distinctions vanish for very great values of $n_{1}, n_{2}, n_{8}$. For small values of these numbers, they are important. Such facts seem to indicate that the consideration of the most probable division of energy among the parts of a system does not afford a convenient foundation for the study of thermodynamic analogies in the ease of systems of a small number of degrees of freedom. The fact that a certain division of energy is the most probable has really no especial physical inportanee, except when the ensemble of possible divisions are grouped so
closely together that the most probable division may fairly represent the whole. This is in general the case, to a very close approximation, when $n$ is enormously great; it entirely fails when $n$ is smatl.

If we regard $d \phi / d_{\epsilon}$ as eorresponding to the reciprocal of temperature, or, in other words, $d \epsilon / d \phi$ as corresponding to temperature, $\phi$ will correspond to entropy. It has been defined as $\log (d V / d \epsilon)$. In the considerations on which its definition is founded, it is therefore very similar to $\log V$. We have seen that $d \phi / d \log V$ approaches the value unity when $n$ is very great.*

To form a differential equation on the model of the thermodynamic equation (482), in which $d \epsilon / d \phi$ shall take the place of temperature, and $\phi$ of entropy, we may write

$$
\begin{gather*}
d \epsilon=\left(\frac{d \epsilon}{d \phi}\right)_{a} d \phi+\left(\frac{d \epsilon}{d a_{1}}\right)_{\phi, a} d a_{1}+\left(\frac{d \epsilon}{d a_{2}}\right)_{\phi, \alpha} d a_{2}+\text { etc. }  \tag{489}\\
d \phi=\frac{d \phi}{d \epsilon} d \epsilon+\frac{d \phi}{d a_{1}} d a_{1}+\frac{d \phi}{d a_{2}} d a_{2}+\text { etc. } \tag{490}
\end{gather*}
$$

or
With respect to the differential coefficients in the last equation, which corresponds exactly to (482) solved with respect to $d \eta$, we have seen that their average values in a canonical ensemble are equal to $1 / \Theta$, and the averages of $A_{1} / \Theta, A_{3} / \Theta$, etc. $\dagger$ We have also seen that $d \epsilon / d \phi$ (or $d \phi / d \epsilon$ ) has relations to the most probable values of energy in parts of a microcanonical ensemblc. That $\left(d \epsilon / d \mu_{1}\right)_{\phi, a}$, etc., have properties somewhat analogous, may be shown as follows.

In a physical experiment, we measure a force by balancing it against another. If we should ask what force applied to increase or diminish $\alpha_{1}$ would balance the action of the systems, it would be one which varies with the different systems. But we may ask what single force will make a given value of $a_{1}$ the most probable, and we shall find that under certain conditions $\left(d_{\epsilon} / d a_{1}\right)_{\phi, a}$ represents that force.

* See Chapter X, pages 120, 121.
$\dagger$ See Chapter IX, equations (321), (327).

To make the problem definite, let us consider a system consisting of the original system together with another having the coördinates $a_{1}, a_{2}$, etc., and forces $A_{1}{ }^{\prime}, A_{2}{ }^{\prime}$, etc., tending to increase those coordinates. These are in addition to the forees $A_{1}, A_{2}$, etc., exerted by the original system, and are derived from a force-function $\left(-\epsilon_{q}^{\prime}\right)$ by the equations

$$
A_{1}^{\prime}=-\frac{d \epsilon_{q}^{\prime}}{d \omega_{1}}, \quad A_{2}^{\prime}=-\frac{d \epsilon_{9}^{\prime}}{d \alpha_{2}}, \quad \text { etc. }
$$

For the energy of the whole system we may write

$$
\mathbf{E}=\epsilon+\epsilon_{q}^{\prime}+\frac{1}{2} m_{1} \dot{a}_{1}^{2}+\frac{1}{2} m_{2} \dot{a}_{2}^{2}+\text { etc. }
$$

and for the extension-in-phase of the whole system within any limits

$$
\int \cdots \int d p_{1} \ldots d q_{n} d a_{1} m_{1} d \dot{u_{1}} d a_{2} m_{2} d \dot{u_{2}} \ldots
$$

or

$$
\int \cdots \int e^{\phi} d \epsilon d a_{1} m_{1} d \dot{u}_{1} d a_{2} m_{2} d \dot{a}_{2} \ldots
$$

or again

$$
\int \ldots \int e^{\phi} d \mathrm{E} d a_{1} m_{1} \dot{d} \dot{a}_{1} d a_{2} m_{2} d \dot{a}_{2} \ldots
$$

since $d \epsilon=d \mathrm{E}$, when $a_{1}, \dot{a_{1}}, a_{2}, \dot{a_{2}}$, ete., are constant. If the limits are expressed by $\mathbf{E}$ and $\mathbf{E}+d \mathbf{E}, a_{1}$ and $a_{1}+d a_{1}, \dot{a}_{1}$ and $a_{1}+d \dot{a}_{1}$, etc., the integral reduces to

$$
e^{\phi} d \mathrm{E} d a_{1} m_{1} d \dot{a}_{1} d a_{2} m_{2} d \dot{a_{2}} \ldots
$$

The values of $a_{1}, \dot{a_{1}}, a_{2}, \dot{a_{2}}$, etc., which makc this expression a maximum for constant values of the energy of the whole system and of the differentials $d \mathrm{E}, d a_{1}, d \dot{a}_{1}$, etc., are what may be called the most probable values of $a_{1}, \dot{a}_{1}$, etc., in an ensemble in which the whole system is distributed microcanonically. To determine these values we have

$$
d e^{\phi}=0
$$

when $\quad d\left(\epsilon+\epsilon_{q}{ }^{\prime}+\frac{1}{2} m \dot{a}_{1}^{2}+\frac{1}{2} m_{2} \dot{a}_{2}{ }^{2}+\right.$ etc. $)=0$.
That is,

$$
d \phi=0
$$

when
$\binom{d \epsilon}{d \phi}_{a} d \phi_{\phi}+\binom{d \epsilon}{d a_{1}^{\prime}}_{\phi, a} d \alpha_{1}-A_{1}^{\prime} d \alpha_{1}+$ etc. $+m_{1} \dot{a}_{1} d \dot{a_{1}}+$ etc. $=0$.
This requires $\quad \dot{a}_{1}=0, \dot{a}_{2}=0$, etc.,
and $\quad\binom{d \epsilon}{d a_{1}}_{\phi, a}=A_{1}{ }^{\prime}, \quad\left(\frac{d \epsilon}{d u_{2}}\right)_{\phi, a}=A_{2}{ }^{\prime}, \quad$ etc.
This shows that for any given values of $\mathrm{E}, a_{1}, a_{2}$, etc. $\left(\frac{d \epsilon}{d a_{1}}\right)_{\phi, a},\left(\frac{d \epsilon}{d a_{2}}\right)_{\phi, a}$, etc., represent the forces (in the generalized sense) which the external borlies would have to exert to make these values of $a_{1}, a_{2}$, etc., the most probable under the conditions specified. When the differences of the external forces which are cxerted by the different systems are negligible, $-\left(d_{\epsilon} / d a_{1}\right)_{\phi, a}$, etc., represent these forces.

It is certainly in the quantities relating to a canonical ensemble, $\bar{\epsilon}, \Theta, \bar{\eta}, A_{1}$, ctc., $a_{1}$, etc., that we find the most complete correspondence with the quantities of the thermodynamic equation (482). Yet the conception itself of the canorical cnsemble may seem to some artificial, and hardly germane to a natural exposition of the subject; and the quantities $\epsilon, \frac{d \epsilon}{d \log \bar{V}}, \log V, \bar{A}_{1}$, etc., $a_{1}$, etc., or $\epsilon, \frac{d \epsilon}{d \phi}, \phi,\left(\frac{d \epsilon}{d \varphi_{1}}\right)_{\phi, a}$, etc., $a_{1}$, etc., which are closely related to ensembles of constant energy, and to average and most probable values in such ensembles, and most of which are defined without reference to any ensemble, may appear the most natural analogues of the thermodynamic quantities.

In regard to the naturalness of seeking analogies with the thermodynamic behavior of bodies in canonical or microcanonical ensembles of systems, much will depend upon how we approach the subject, especially upon the question whether we regard energy or temperature as an independent variable.

It is very natural to take energy for an indepeurlent variable rather than temperature, because ordinary mechanies furnishes us with a perfectly defined conception of energy, whereas the idea of something relating to a mechanical system and corre-
sponding to temperature is a notion but vaguely defined. Now if the state of a system is given by its energy and the external coördinates, it is incompletely definer, although its partial definition is perfectly clear as far as it gues. The ensemble of phases microcanonically distributed, with the given values of the encrgy and the external coordinates, will represent the imperfectly defined system better than any other ensemble or single phase. When we approach the subject from this side, our theorems will naturally relate to average values, or most probable values, in such ensembles.

In this case, the choice between the variables of (485) or of (489) will be determined partly by the relative importance which is attached to average and probable values. It would seem that in general average values are the most important, and that they lend themselves better to analytical transformations. This eonsideration would give the preference to the system of variables in which $\log V$ is the analogue of entropy. Moreover, if we make $\phi$ the analogue of entropy, we are embarrassed by the necessity of making numerous exceptions for systems of one or two degrees of fieedom.

On the other hand, the definition of $\phi$ may be regarded as a little more simple than that of $\log V$, and if our choice is determined by the simplicity of the definitions of the analogues of entropy and temperature, it would seem that the $\phi$ system should have the preference. In our definition of these quantities, $V$ was defined first, and $\varepsilon^{\phi}$ derived from $V$ by differentiation. This gives the relation of the quantities in the most simple analytieal form. Yet so far as the notions are eoncerned, it is perhaps more natural to regard $V$ as derived from $e^{\phi}$ by integration. At all events, $e^{\phi}$ may be defincd independently of $V$, and its definition may be regarded as more simple as not requiring the determination of the zero from which $V$ is measured, which sometimes involves questions of a delieate nature. In fact, the quantity $e^{\phi}$ may exist, when the definition of $V$ becomes illusory for praetical purposes, as the integral by whieh it is determined becomes infinite.

The ease is entirely different, when we regard the tempera-
ture as an independent variable, and we have to consider a system which is deseribed as having a certain temperature and certain values for the external coördinates. Here also the state of the system is not completely defined, and will be better represented by an ensemble of phases than by any single phase. What is the nature of such an ensemble as will best represent the imperfectly defined state?

When we wish to give a body a certain temperature, we place it in a bath of the proper temperature, and when we regard what we call thermal equilibrium as established, we say that the body has the same temperature as the bath. Perhaps we place a seeond body of standard character, which we call a thermometer, in the bath, and say that the first body, the bath, and the thermometer, have all the same temperature.

But the body under such cireumstanees, as well as the bath, and the thermometer, even if they were entirely isolated from external influences (which it is convenient to suppose in a theoretieal discussion), would be continually ehanging in phase, and in energy as well as in other respeets, althongh our means of obscrvation are not fine enough to perceive these variations.

The series of phases through which the whole system runs in the eourse of time may not be entircly determined by the energy, but may depend on the initial phase in other respeets. In such cases the ensemble obtained by the microcanonical distribution of the whole system, which includes all possible timeensembles combined in the proportion which seems least arbitrary, will represent better than any one time-ensemble the effeet of the bath. Indeed a single time-ensemble, when it is not also a microcanonieal ensemble, is too ill-defined a notion to serve the purposes of a general diseussion. We will therefore direct our attention, when we suppose the body placed in a bath, to the microcanonical ensemble of phases thus obtained.
If we nov suppose the quantity of the substance forming the bath to be inereased, the anomalies of the separate energies of the body and of the thermometer in the mierocanonieal
ensemble will be increased, but not without limit. The anomalies of the energy of the bath, considered in comparison with its whole energy, diminish indefinitely as the quantity of the bath is increased, and become in a sense negligible, when the quantity of the bath is sufficiently increased. The ensemble of phases of the body, and of the thermometer, approach a standard form as the quantity of the bath is indefinitely increased. This limiting form is easily shown to be what we have described as the canonical distribution.

Let us write $\epsilon$ for the energy of the whole system consisting of the body first mentioned, the bath, and the thermometer (if any), and let us first suppose this system to be distributed canonically with the modulus $\Theta$. We have by (205)
and since

$$
\overline{(\epsilon-\bar{\epsilon})^{2}}=\Theta^{2} \frac{d \bar{\epsilon}}{d \Theta},
$$

$$
\begin{aligned}
& \bar{\epsilon}_{p}=\frac{n}{2} \Theta, \\
& \frac{d \bar{\epsilon}}{d \Theta}=\frac{n}{2} \frac{d \bar{\epsilon}}{d \bar{\epsilon}} .
\end{aligned}
$$

If we write $\Delta \epsilon$ for the anomaly of mean square, we have

If we set

$$
\begin{aligned}
(\Delta \epsilon)^{2} & =\overline{(\epsilon-\bar{\epsilon})^{2}} . \\
\Delta \Theta & =\frac{d \Theta}{d \epsilon} \Delta \epsilon,
\end{aligned}
$$

$\Delta \Theta$ will represent approximately the increase of $\Theta$ which would produce an increase in the average value of the energy equal to its anomaly of mean square. Now these equations give

$$
(\Delta \Theta)^{2}=\frac{2 ब^{2}}{n} \frac{d \bar{\epsilon}_{\mathrm{p}}}{d \bar{\epsilon}},
$$

which shows that we may diminish $\Delta \Theta$ indefinitely by increasing the quantity of the bath.

Now our canonical ensemble consists of an infinity of microcanonical ensembles, which differ only in consequence of the different values of the energy which is constant in each. If we consider separately the phases of the first body which
occur in the canonical ensemble of the whole system, these phases will form a canonical ensemble of the same modulus. This canonical ensemble of phases of the first body will consist of parts which belong to the different microcanonical ensembles into which the canonical ensemble of the whole system is divided.

Let us now imagine that the modulus of the principal canonical ensemble is increased by $2 \Delta \Theta$, and its average energy by $2 \Delta \epsilon$. The modulus of the canonical ensemble of the phases of the first body eonsidered separately will be increased by $2 \Delta \Theta$. We may regard the infinity of microcanonical ensembles into which we have divided the principal canonical ensemble as each having its energy inereased by $2 \Delta \epsilon$. Let us see how the ensembles of phases of the first body contained in these microcanonical ensembles are affected. We may assume that they will all be affeeted in about the same way, as all the differences which come into account may be treated as small. Therefore, the canonical ensemble formed by taking them together will also be affected in the same way. But we know how this is affected. It is by the increase of its modulus by $2 \Delta \Theta$, a quantity which vanishes when the quantity of the bath is indefinitely increased.

In the case of an infinite bath, therefore, the increase of the energy of one of the microcanonical ensembles by $2 \Delta \epsilon$, produces a vanishing effect on the distribution in energy of the phases of the first body which it contains. But $2 \Delta \epsilon$ is more than the average difference of energy between the microcanonical ensembles. The distribution in energy of these phases is therefore the same in the different microcanonical ensembles, and must therefore be canonical, like that of the ensemble which they form when taken together.*

* In order to appreciate the above reasoning, it should be understood that the differences of energy which occur in the canonical ensemble of phases of the first body are not here regarded as ranishing quantities. To fix one's ideas, one may imagine that he has the fineness of perception to make these differences scem large. The difference between the part of these phases which belong to one microcanonical ensemble of the whole system and the part which belongs to another would still be imperceptible, when the quantity of the bath is sufficiently increased.

As a general theorem, the conclusion may be expressed in the words:- If a system of a great number of degrees of freedom is microcanonically distributed in phase, any very small part of it may be regarded as eanonically distributed.*

It would seem, therefore, that a canonical ensemble of phases is what best represents, with the precision necessary for exact mathematieal reasoning, the notion of a body with a given teniperature, if we conceive of the temperature as the state produced by such processes as we actually use in physics to produce a given temperature. Since the anomalies of the body inerease with the quantity of the bath, we ean only get rid of all that is arbitrary in the ensemble of phases which is to represent the notion of a body of a given temperature by making the bath infinite, which brings us to the eanonical distribution.

A comparison of temperature and entropy with their analogues in statistical meclunies would be incomplete without a cousideration of their differences with respect to units and zeros, and the numbers used for their numerical specification. If we apply the notions of statistical meehanies to such bodies as we usually consider in thermodynamics, for which the kinetie energy is of the same order of magnitude as the unit of energy, but the number of degrees of freedom is enormous, the values of $\Theta, d \epsilon / d \log V$, and $d \epsilon / d \phi$ will be of the same order of magnitude as $1 / n$, and the variable part of $\bar{\eta}, \log V$, and $\phi$ will be of the same order of magnitude as $n . \dagger$ If these quantities, therefore, represent in any sense the notions of temperature and entropy, they will nevertheless not be measured in units of the usual order of magnitude, - a faet which must be borne in mind in determining what magnitudes may be regarded as insensible to human observation.

Now nothing prevents our supposing energy and time in our statistical formulae to be measured in such units as may

* It is assumed-and prithout this assumption the theorem would have no distinct meaning - that the part of the cusemble considered may be regarded as having separate energy,
$\dagger$ See equations (124), (288), (289), and (314); also page 106.
be convenient for physical purposes. But when these units have been chosen, the numerical values of $\Theta, d \epsilon / d \log V$, $d \epsilon / d \phi, \bar{\eta}, \log V, \phi$, are entirely determined,* and in order to compare them with temperature and entropy, the numerical values of which depend upon an arbitrary unit, we must multiply all values of $\Theta, d_{\epsilon} / d \log V, d \epsilon d \phi$ by a constant $(K)$, and divide all values of $\eta, \log V$, and $\phi$ by the same constant. This eonstant is the same for all bodies, and depends only on the units of temperature and energy which we employ. For ordinary units it is of the same order of magnitude as the numbers of atoms in ordinary bodies.

We are not able to determine the numerical value of $K$, as it depends on the number of molecules in the bodies with which we experiment. To fix our ideas, however, we may seek an expression for this value, based upon very probable assumptions, which will show how we would naturally proceed to its evaluation, if our powers of observation were fine enough to take cognizance of individual molecules.

If the unit of mass of a monatomic gas contains $\nu$ atoms, and it may be treated as a system of $3 \nu$ degrees of freedom, which seems to be the case, we have for canonical distribution

$$
\begin{align*}
& \bar{\epsilon}_{p}=\frac{3}{2} \nu \Theta, \\
& \frac{d \bar{\epsilon}_{p}}{d \Theta}=\frac{3}{2} \nu, \tag{491}
\end{align*}
$$

If we write $T$ for temperature, and $c_{v}$ for the specific heat of the gas for constant volume (or rather the limit toward whieh this specifie heat tends, as rarefaction is indefinitely inereased), we have

$$
\begin{equation*}
\frac{d \epsilon_{p}}{d T^{\prime}}=c_{v} \tag{492}
\end{equation*}
$$

sinee we may regard the energy as entirely kinetic. We may set the $\epsilon_{p}$ of this equation equal to the $\bar{\epsilon}_{p}$ of the preceding,

* The unit of time only affeets the last three quantities, and these only by an additive constant, which disappears (with the additive constant of entropy), when differences of entropy are compared with their statistical analogues. See page 10 .
where indeed the individual values of which the average is taken would appear to human observation as identical. This gives
whence

$$
\begin{align*}
\frac{d \Theta}{d T} & =\frac{2 c_{v}}{3 \nu} \\
\frac{1}{K} & =\frac{2 c_{0}}{3 \nu} \tag{493}
\end{align*}
$$

a value recognized by physicists as a constant independent of the kind of monatomic gas considered.

We may also express the value of $K$ in a somewhat different form, which corresponds to the indirect method by which physicists are accustomed to determine the quantity $c_{v}$. The kinctic energy due to the motions of the centers of mass of the molecules of a mass of gas sufficiently expanded is easily shown to be equal to

$$
\frac{3}{2} p v
$$

where $p$ and $v$ denote the pressure and volume. The average value of the same energy in a canonical ensemble of such a mass of gas is

$$
\frac{3}{2} @ \nu
$$

where $\boldsymbol{\nu}$ denotes the number of molecules in the gas. Equating these values, we have

$$
\begin{equation*}
p v=\Theta \nu \tag{494}
\end{equation*}
$$

whence

$$
\begin{equation*}
\frac{1}{K}=\frac{@}{T}=\frac{p v}{v T} . \tag{495}
\end{equation*}
$$

Now the laws of Boyle, Charles, and Avogadro may be expressed by the equation

$$
\begin{equation*}
p v=A \nu T \tag{496}
\end{equation*}
$$

where $\boldsymbol{A}$ is a constant depending only on the units in which encrgy and temperature are measured. $1 / K$, therefore, might be called the constant of the law of Boyle, Charles, and Avogadro as expressed with rcference to the true number of molecules in a gaseous body.

Since such numbers are unknown to us, it is more convenient to express the law with reference to relative values. If we denote by $M$ the so-called molecular weight of a gas, that
is, a number taken from a table of numbers pmportional to the weights of various molecules and atoms, but having one of the values, perhaps the atomic weight of hydrogen, arbitrarily made unity, the law of Boyle, Charles, and Avogadro may be written in the more practical form

$$
\begin{equation*}
p v=A^{\prime} T \frac{m}{\boldsymbol{M}}, \tag{497}
\end{equation*}
$$

where $A^{\prime}$ is a constant and $m$ the weight of gas considered. It is evident that $1 \boldsymbol{K}$ is equal to the product of the constant of the law in this form and the (true) weight of an atom of hydrogen, or such other atom or molecule as may be given the value unity in the table of molecular weights.
In the following chapter we shall consider the necessary modifications in the theory of equilibrium, when the quantity of matter contained in a system is to be regarded as variable, or, if the system contains more than one kind of matter, when the quantities of the several kinds of matter in the system are to be regarded as independently variable. This will give us yet another set of variables, in the statistical equation, corresponding to those of the amplified form of the thermodynamic equation.

## CHAPTER XV.

## SYSTEMS COMPOSED OF MOLECULES.

The nature of material bodies is sueh that especial intere: 4 attaches to the dynamics of systems composed of a gre i number of entirely similar particles, or, it may be, of a greal number of particles of several kinds, all of each kind being entirely similar to eaeh other. We shall therefore proeeed to consider systems eomposed of such particles, whether in great numbers or otherwise, and especially to eonsider the statistical equilibrium of ensembles of such systems. One of the variations to be eonsidered in regard to sueh systems is a variation in the numbers of the particles of the various kinds which it contains, and the question of statistical equilibrium between two ensembles of such systems relates in part to the tendeneies of the various kinds of particles to pass from the one to the other.

First of all, we must define precisely what is meant by statistical equilibrium of sueh an ensemble of systems. The essence of statistical equilibrium is the permanence of the number of systems which fall within any given limits with respeet to phase. We have therefore to define how the term " phase" is to be understood in such cases. If two phases differ only in that certain entirely similar particles have ehanged plaees with one another, are they to be regarded as identical or different phases? If the partieles are regarded as indistinguishable, it seems in accordance with the spirit of the statistieal method to regard the phases as identical. In faet, it might be urged that in such an ensemble of systems as we are considering no identity is possible between the particles of different systems exeept that of qualities, and if $\nu$ particles of one system are described as entirely similar to one another and to $\nu$ of another system, nothing remains on whieh to base
the indentification of any particular particle of the first system with any particular particle of the second. And this would be true, if the eusemble of systems had a simultaneous objective existence. But it hardly applies to the creations of the imagination. In the cases which we have been considering, and in those which we shall consider, it is not only possible to conceive of the motion of an ensemble of similar systems simply as possible cases of the motion of a single system, but it is actually in large measure for the sake of representing more clearly the possible cases of the motion of a single system that we use the conception of an ensemble of systems. The perfect similarity of several particles of a system will not in the least interfere with the identification of a particular particle in one case with a particular particle in another. The question is one to be decided in accordance with the requirements of practical convenience in the discussion of the problems with which we are engaged.

Our present purpose will often require us to use the terms phase, density-in-phase, statistical equilibrium, and other connected terms on the supposition that phases are not altered by the exchange of places between similar partieles. Some of the most important questions with which we are eoncerned have reference to phases thus defined. We shall call them phases determined by generic definitions, or briefly, generic phases. But we shall also be obliged to discuss phases defined by the narrower definition (so that exchange of position between similar particles is regarded as changing the phase), which will be called phases determined by specific definitions, or bricfly, specific phases. For the analytieal description of a specific phase is more simple than that of a generic phase. And it is a more simple matter to make a multiple integral extend over all possible specific phases than to make one extend without repetition over all possible generic phases.

It is evident that if $\nu_{1}, \nu_{2} \ldots \nu_{h}$, are the numbers of the different kinds of molecules in any system, the number of specific phases embraced in one generic phase is represented by the continued product $\nu_{1} \mid \nu_{2} \cdots, \nu_{h}$, and the coefficicnt of probabil-
ity of a generic phase is the sum of the probability-coefficients of the specific phases which it represents. When these are cqual among themselves, the probability-coefficient of the generic phase is equal to that of the specitic phase multiplied by $\left|\nu_{1}\right| \nu_{2} \ldots \mid \nu_{h} . \quad$ It is also evident that statistical equilibrium may subsist with respect to generic phases without statistical equilibrium with respect to specific phases, but not vice versa.

Similar questions arise where one particle is capable of several equivalent positions. Does the change from one of these positions to another change the phase? It would be most natural and logical to make it affect the specific phase, but not the generic. The number of specific phases contained in a generic phase would then be $\underline{\nu}_{1} \kappa_{1}{ }^{\nu_{1}} \ldots \mid \nu_{h} \kappa_{h}{ }^{\nu_{h}}$, where $\kappa_{1}, \ldots \kappa_{h}$ denote the numbers of equivalent positions belonging to the several kinds of particles. The case in which a $\kappa$ is infinite would then require especial attention. It does not appear that the resulting complications in the formulae would be compensated by any real advantage. The reason of this is that in problems of real interest equivalent positions of a particle will always be equally probable. In this respect, equivalent positions of the same particle are entircly unlike the $\lfloor$ different ways in which $\nu$ particles may be distributed in $\nu$ different positions. Let it therefore be understood that in spite of the physical equivalence of different positions of the same particle they are to be considered as constituting a difference of generic phase as well as of specific. The number of specific phases contained in a gencric phase is therefore always given by the product $\underline{\nu}_{1} \mid \nu_{2} \cdots \underline{\nu}_{h}$.

Instead of considering, as in the preceding chapters, ensembles of systems differing only in phase, we shall now suppose that the systems constituting an ensemble are composed of particles of various kinds, and that they differ not only in phase but also in the numbers of these particles which they contain. The external coorrdinates of all the systems in the ensemble are supposed, as heretofore, to have the sanie value, and when they vary, to vary together. For distinction, we may call such an ensemble a grand ensemble, and one in
which the systems differ only in plase a petit ensemble. A grand ensemble is therefore composed of a multitude of petit ensembles. The ensembles which we have hitherto discussed are petit cnsembles.

Let $\nu_{1}, \ldots \nu_{h}$, etc., denote the numbers of the different kinds of particles in a system, $\epsilon$ its energy, and $q_{1}, \cdots q_{n}$, $p_{1}, \ldots p_{n}$ its coördinates and momenta. If the particles are of the nature of material points, the number of coorrdinates ( $n$ ) of the system will be equal to $3 \nu_{1} \ldots+3 \nu_{h}$. But if the particles are less simple in their nature, if they are to be treated as rigid solids, the orientation of which must be regarded, or if they consist each of several atoms, so as to have more than three degrees of freedom, the number of coördinates of the system will be equal to the sum of $\nu_{1}, \nu_{2}$, etc., multiplied each by the number of degrees of freedom of the kind of particle to which it relates.

Let us consider an ensemble in which the number of systems having $\nu_{1}, \ldots \nu_{h}$ particles of the several kinds, and having values of their coördinates and momenta lying between the limits $q_{1}$ and $q_{1}+d q_{1}, p_{1}$ and $p_{1}+d p_{1}$, etc., is represented. by the expression

$$
\begin{equation*}
\frac{N e}{\left[\underline{\nu}_{1} \cdots \mid \nu_{n}\right.} d p_{1} \ldots d q_{n}, \tag{498}
\end{equation*}
$$

where $N, \Omega, \Theta, \mu_{1}, \ldots \mu_{h}$ are constants, $N$ denoting the total number of systems in the ensemble. The expression

$$
\begin{equation*}
\frac{N e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-e}{\Theta}}}{\underline{\nu_{1} \cdots \mid \underline{\nu_{h}}}} \tag{499}
\end{equation*}
$$

evidently represents the density-in-phase of the ensemble within the limits described, that is, for a phase specifically defined. The expression

$$
\begin{equation*}
\frac{e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{n}-\epsilon}{\theta}}}{\underline{\nu_{1} \cdots \mid \nu_{n}}} \tag{500}
\end{equation*}
$$

is therefore the probability-coefficient for a phase specifically defined. This has evidently the same value for all the $\underline{\nu_{\perp}} \ldots \underline{\nu_{h}}$ phases obtained by interchanging the phases of particles of the same kind. The probability-cocflicient for a generic plase will be $\underline{\nu}_{1} \ldots \nu_{h}$ times as great, viz.,

$$
\begin{equation*}
e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-\epsilon}{\Theta}} \tag{501}
\end{equation*}
$$

We shall say that such an ensemble as has been described is canonically distributed, and shall call the constant $\Theta$ its modulus. It is cvidently what we have called a grand ensemble. The petit ensembles of which it is composerl are canonically distributed, according to the definitions of Chapter IV, since the expression

$$
\begin{equation*}
\frac{\frac{\Omega-\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}}{\Theta}}{\underline{\nu_{1} \cdots \nu_{h}}} \tag{502}
\end{equation*}
$$

is constant for each petit ensemble. The grand ensemble, therefore, is in statistical equilibrium with respect to specific phases.

If an ensemble, whether grand or petit, is identical so far as generic phases are concerned with one canonically distril)uted, we shall say that its distribution is canonical with respect to generic phases. Such an ensemble is evidently in statistical equilibrium with respect to generic phases, although it may not be so with respect to specific phases.

If we write H for the index of probability of a generic phase in a grand ensemble, we have for the case of canonical distribution

$$
\begin{equation*}
\mathrm{H}=\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} v_{h}-\epsilon}{\Theta} \tag{503}
\end{equation*}
$$

It will be observed that the H is a linear function of $\varepsilon$ and $\nu_{1}, \ldots v_{n}$; also that whenever the index of probability of generic pliases in a grand ensemble is a linear function of $\epsilon, \nu_{1}, \ldots \nu_{n}$, the ensemble is canonically distributed with respect to generic phases.

The constant $\Omega$ we may regard as determined by the equation

$$
\begin{equation*}
N=\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}} \iint_{\text {phasog }}^{\text {all }} \ldots \int \frac{N e^{\frac{\Omega+\mu_{1} \nu_{1} \ldots \mu_{n} \nu_{n}-\epsilon}{\theta}}}{\underline{\nu_{1}} \ldots \underline{\nu}_{\underline{2}}} d p_{1} \ldots d q_{q_{n}} \tag{50.4}
\end{equation*}
$$

or
where the multiple sum indicated by $\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{n}}$ includes all terms obtaincd by giving to cach of the symbols $\nu_{1} \ldots \nu_{h}$ all integral values from zero upward, and the multiple integral (whieh is to be evaluated scparately for each term of the multiple sum) is to be extended over all the (specific) phases of the system having the specified numbers of particles of the various kinds. The multiple integral in the last equation is what we have represented by $e^{-\frac{\psi}{\Theta}}$. See equation (92). We may therefore write

$$
\begin{equation*}
e^{-\frac{a}{\theta}}=\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{a}} \frac{\frac{\mu_{1} \nu_{1} \ldots \mu_{n} \nu_{n} \sim \psi}{\theta}}{\underline{\nu_{1}} \cdots \underline{\nu_{k}}} . \tag{506}
\end{equation*}
$$

It should be observed that the summation includes a term in which all the symbols $\nu_{1} \ldots \nu_{h}$ have the value zero. We must therefore recognize in a certain sense a system consisting of no particles, which, although a barren subject of study in itself, cannot well be excluded as a particular case of a system of a variable number of particles. In this case $\epsilon$ is constant, and there are no integrations to be performed. We have therefore*

$$
e^{-\frac{\psi}{\Theta}}=e^{-\frac{\epsilon}{\Theta}}, \quad \text { i.e., } \quad \psi=\epsilon
$$

* This conclusion may appear a little strained. The original defnition of $\psi$ may not be regarded as fairly applying to systems of no degrees of freedom. We may therefore prefer to regard these equations as defning $\psi$ in this case.

The value of $\epsilon_{p}$ is of course zero in this case. But the value of $\epsilon_{q}$ contains an arbitrary constant, which is generally determined by considerations of convenience, so that $\epsilon_{q}$ and $\epsilon$ do not necessarily vanish with $\nu_{1}, \ldots \nu_{h}$.
Unless $-\Omega$ has a finite value, our formulae become illusory. We have already, in considering petit ensembles canonieally distributed, found it necessary to exclude cases in which - $\psi$ has not a finite value.* The same exclusion would here make $-\psi$ finite for any finite values of $\nu_{1} \ldots \nu_{k}$. This does not necessarily make a multiple series of the form (506) finite. We may observe, however, that if for all values of $\nu_{1} \ldots \nu_{h}$

$$
\begin{equation*}
-\psi \leqq c_{0}+c_{1} \nu_{1}, \ldots+c_{h} \nu_{h} \tag{507}
\end{equation*}
$$

where $c_{0}, c_{1}, \ldots c_{h}$ are constants or functions of $\Theta$,


The value of $-\Omega$ will therefore be finite, when the condition (507) is satisfied. If therefore we assume that $-\Omega$ is finite, we do not appear to exclude any eases which are analogous to those of nature. $\dagger$
The interest of the ensemble which has been described lies in the fact that it may be in statistical equilbrium, both in

* See Chapter IV, page 35.
$\dagger$ If the external coordinates determine a certain volume within which the system is confined, the contrary of (507) would imply that we could obtain an infinite amount of work by crowding an infinite quantity of matter into a finite volume.
respect to exchange of energy and exchange of particles, with other grand ensembles canonically distributed and having the same values of $\Theta$ and of the coefficients $\mu_{1}, \mu_{2}$, etc., when the circumstances are such that exchange of energy and of particles are possible, and when equilibrium would not subsist, were it not for equal values of these constants in the two ensembles.
With respect to the exchange of energy, the case is exactly the same as that of the petit ensembles considered in Chapter IV, and needs no especial discussion. The question of exchange of particles is to a certain extent analogous, and may be treated in a somewhat similar manner. Let us suppose that we have two grand ensembles canonically distributed with respect to specific phases, with the same value of the modulus and of the coefficients $\mu_{1} \ldots \mu_{h}$, and let us consider the ensemble of all the systems obtained by combining each system of the first ensemble with each of the second.

The probability-coefficient of a generic phase in the first ensemble may be expressed by

$$
\begin{equation*}
\frac{\Omega^{\prime}+\mu_{1} \nu_{1}^{\prime} \cdots+\mu_{h} \nu_{h}^{\prime}-\epsilon^{\prime}}{\Theta} \tag{509}
\end{equation*}
$$

The probability-coefficient of a specific phase will then be expressed by

$$
\begin{equation*}
\frac{e^{\frac{\Omega^{\prime}+\mu_{1} \nu_{1}^{\prime} \cdots+\mu_{h} \nu_{h}^{\prime}-\varepsilon^{\prime}}{\theta}}}{\underline{\nu_{1}^{\prime} \cdots \mid \nu_{h}^{\prime}}}, \tag{510}
\end{equation*}
$$

since each generic phase comprises $\underline{\nu}_{1} \ldots \underline{\nu_{h}}$ specific phases. In the second ensemble the probability-coefficients of the generic and specific phases will be
and

$$
\begin{align*}
& \frac{\Omega^{\prime \prime}+\mu_{1} \nu_{1}^{\prime \prime} \cdots+\mu_{h} \nu_{h}^{\prime \prime}-\epsilon^{\prime \prime}}{\Theta}  \tag{511}\\
& e^{\frac{\Omega^{\prime \prime}+\mu_{1} \nu_{1}^{\prime \prime} \cdots+\mu_{h} \nu_{h}^{\prime \prime}-\epsilon^{\prime \prime}}{\theta}}  \tag{512}\\
& \frac{\nu_{1}^{\prime \prime} \cdot \nu_{h}^{\prime \prime}}{}
\end{align*}
$$

The probability-coefficient of a generic phase in the third ensemble, which consists of systems obtained by regarding each systern of the first ensemble combined with each of the second as forming a system, will be the product of the prova-bility-coefficients of the generic phases of the systems combined, and will therefore be represented by the formula

$$
\begin{equation*}
e^{\Omega^{\prime \prime \prime}+\mu_{1} \nu_{1}^{\prime \prime \prime} \ldots+\mu_{\eta^{\prime}} \nu_{h}^{\prime \prime \prime}-\epsilon^{\prime \prime \prime}} \underset{\Theta}{ } \tag{513}
\end{equation*}
$$

where $\Omega^{\prime \prime \prime}=\Omega^{\prime}+\Omega^{\prime \prime}, \epsilon^{\prime \prime \prime}=\epsilon^{\prime}+\epsilon^{\prime \prime}, \nu_{1}^{\prime \prime \prime}=\nu_{1}^{\prime}+\nu_{1}^{\prime \prime}$, etc. It will be observed that $\nu_{1}^{\prime \prime \prime}$, etc., represent the numbers of particles of the various kinds in the third ensemble, and $\epsilon^{\prime \prime \prime}$ its energy; also that $\Omega^{\prime \prime \prime}$ is a constant. The third ensemble is therefore canonically distributed with respect to generic phases.

If all the systems in the same generic phase in the third ensemble were equably distributed among the $\underline{\nu}_{1}^{\prime \prime \prime} \ldots \mid \underline{\nu}_{h}^{\prime \prime \prime}$ specific phases which are comprised in the generic phase, the prob-ability-coefficient of a specific phase would be

$$
\begin{equation*}
\frac{e^{\frac{\Omega^{\prime \prime \prime}+\mu_{1} \nu_{1}^{\prime \prime \prime} \cdots+\mu_{h} \nu_{h}^{\prime \prime \prime}-\epsilon^{\prime \prime \prime}}{\theta}}}{L_{2}^{\prime \prime \prime \prime} \cdots \nu_{h}^{\prime \prime \prime}} \tag{514}
\end{equation*}
$$

In fact, however, the probability-coefficient of any specific phase which occurs in the third ensemble is

$$
\begin{equation*}
\frac{\frac{\Omega^{\prime \prime \prime}+\mu_{1} \nu_{1}{ }^{\prime \prime \prime} \cdots+\mu_{h} \nu_{h}^{\prime \prime \prime}-\epsilon^{\prime \prime \prime}}{\Theta}}{\frac{v_{1}^{\prime} \cdot v_{h}^{\prime}\left|v_{1}^{\prime \prime} \cdots\right| v_{k}^{\prime \prime}}{}} \tag{510}
\end{equation*}
$$

which we get by multiplying the probability-coefficients of specific phases in the first and second ensembles. The difference between the formulae (514) and (515) is due to the fact that the generic phases to which (513) relates inchude not only the specific phases occurring in the third ensemble and having the probability-coefficient (515), but also all the specific phases obtained from these by interchange of similar particles between two combined systems. Of these the proba-
bility-cocfficient is evidently zero, as they do not occur in the enisemble.

Now this third ensemble is in statistical equilibrium, with respect both to specific and generic phases, since the ensembles from which it is formed are so. This statistical equilibrium is not dependent on the equality of the modulus and the coefficients $\mu_{1}, \ldots \mu_{h}$ in the first and second ensembles. It depends only on the fact that the two original ensembles were separately in statistical equilibrium, and that there is no interaction between them, the eombining of the two ensembles to form a third being purely nominal, and involving no physical connection. This independenee of the systems, determined physically by forces which prevent particles from passing from one system to the other, or coming within range of each other's action, is represented mathematically by infinite values of the energy for particles in a space dividing the systems. Such a space may be called a diaphragm.
If we now suppose that, when we combine the systems of the two original ensembles, the forces are so modified theit the energy is nc longer infinite for particles in all the space forming the diaphragm, but is diminished in a part of this space, so that it is possible for particles to pass from one system to the other, this will involve a change in the function $\epsilon^{\prime \prime \prime}$ which represents the energy of the combined systems, and the equation $\epsilon^{\prime \prime \prime}=\epsilon^{\prime}+\epsilon^{\prime \prime}$ will no longer hold. Now if the coefficient of probability in the third ensemble were representer by (513) with this new function $\epsilon^{\prime \prime \prime}$, we should have statistical equilibrium, with respect to generic phases, although not to specific. But this need involve only a trifling change in the distribution of the third ensemble,* a change represented by the addition of comparatively few systems in which the transference of particles is taking place to the immense number

* It will be observed that, so far as the distribution is concerned, very large and infinite values of $\epsilon$ (for certain phases) amount to nearly the same thing, - one representing the total and the other the nearly total exclusion of the phases in question. An infinite change, therefore, in the value of $e$ (for certain phases) may represent a vanishing ehange in the distribution.
obtained by combining the two original ensembles. The difference between the ensemble which would be in statistice: equilibrium, and that obtained by combining the two original ensembles may be diminished without limit, while it is still possible for particles to pass from one system to another. In this sense we may say that the ensemble formed by combining the two given ensembles may still be regarded as in a state of (approximate) statistical equilibrium with respect to generic phases, when it has been made possible for purticles to pass between the systems combined, and when statistical equilibrium for specific phases has therefore entirely ceased to exist, and when the equilibrium for generic phases would also have entirely ceased to exist, if the given ensembles had not been canonically distributed, with respect to gencric phases, with the same values of $\Theta$ and $\mu_{1}, \ldots \mu_{k}$.
It is evident also that considerations of this kind will apply separately to the several kinds of particles. We may diminish the energy in the space forming the diaphragm for one kind of particle and not for another. This is the mathematical expression for a "semipermeable" diaphragm. The condition necessary for statistical equilibrium where the diaphragm is permeable only to particles to which the suffix () $)_{1}$ relates will be fulfilled when $\mu_{1}$ and $\Theta$ have the same values in the two ensembles, although the other coefficients $\mu_{2}$, etc., may be different.

This important property of grand ensembles with canonical distribution will supply the motive for a more particular examination of the nature of such ensembles, and especially of the comparative numbers of systems in the several petit ensembles which make up a grand ensemble, and of the average values in the grand ensemble of some of the most important quantities, and of the average squares of the deviations from these average values.
The probability that a system taken at random from a grand ensemble canonically distributed will have exactly $\nu_{1}, \ldots \nu_{h}$ particles of the various kinds is expressed by the multiple integral

$$
\begin{equation*}
\int_{\text {phases }}^{\text {all }} \int^{\frac{\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{n}-\epsilon}{\ominus}}{\underline{\left[\nu_{1} \cdots \underline{\nu}_{n}\right.}}} d p_{1} \ldots d d_{n} \tag{516}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{k} \nu_{\lambda}}{} \psi}}{\underline{\underline{\nu}_{1} \cdots \mid \underline{\nu_{h}}}} . \tag{517}
\end{equation*}
$$

This may be called the probability of the petit ensemble ( $\nu_{1}, \ldots \nu_{k}$ ). The sum of all such probabilities is evidently unity. That is,

$$
\begin{equation*}
\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}} \frac{e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-\psi}{}}}{\underline{\nu}_{1} \cdots \nu_{h}}=1, \tag{518}
\end{equation*}
$$

which agrees with (506).
The average value in the grand ensemble of any quantity $u$, is given by the formula

$$
\begin{equation*}
\bar{u}=\mathbf{\Sigma}_{\nu_{1}} \ldots \Sigma_{\nu_{\nu_{h}}} \iint_{\text {phases }}^{\text {all }} \int^{\frac{u e^{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-\epsilon}{\theta}}}{\underline{\nu_{1}} \cdots \mid \nu_{h}}} d p_{1} \ldots d q_{n} . \tag{519}
\end{equation*}
$$

If $u$ is a function of $\nu_{1}, \ldots \nu_{h}$ alone, i.e., if it has the same value in all systems of any same petit ensemble, the formula reduces to

$$
\begin{equation*}
\bar{u}=\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}} \frac{u e^{\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\psi}{\Theta}}}{\underline{\mid \nu_{1}} \ldots \underline{\nu_{k}}} . \tag{520}
\end{equation*}
$$

Again, if we write $\left.\bar{u}\right|_{\text {grand }}$ and $\bar{u}_{\text {petti }}$ to distinguish averages in the grand and petit ensembles, we shall have

$$
\begin{equation*}
\bar{u}]_{\text {grand }}=\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}} \bar{u}_{\text {petitit }} \frac{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{\lambda} \nu_{h}-\psi}{\theta}}{\left[\underline{\nu}_{1} \cdots \nu_{h}\right.} . \tag{521}
\end{equation*}
$$

In this chapter, in which we are treating of grand ensembles, $\bar{u}$ will always denote the average for a grand ensemble. In the preceding chapters, $\bar{u}$ has always denoted the average for a petit ensemble.

Equation (505), which we repeat in a slightly different form, viz.,

$$
\begin{equation*}
e^{-\frac{\Omega}{\bar{\theta}}}=\Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}} \int_{\text {phases }}^{\text {all }} \ldots \int^{\frac{\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\epsilon}{\theta}} \frac{\nu_{1} \cdots \cdot \nu_{h}}{\nu_{1}} d p_{1} \ldots d q_{q_{n}} \tag{522}
\end{equation*}
$$

shows that $\Omega$ is a function of $\Theta$ and $\mu_{1}, \ldots \mu_{h}$; also of the external cö̈rdinates $a_{1}, a_{2}$, etc., which are involved implicitly in $\epsilon$. If we differentiate the equation regarding all these quantities as variable, we have
$e^{-\frac{\Omega}{\Theta}}\left(-\frac{d \Omega}{\Theta}+\frac{\Omega}{\Theta^{2}} d \Theta\right)=$

$$
\begin{aligned}
& -\frac{d \Theta}{\Theta^{2}} \Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{n}} \int_{\text {phases }}^{\text {all }} \ldots \int_{\left(\mu_{1} \nu_{1} \ldots+\mu_{n} \nu_{h}-\epsilon\right) e^{\frac{\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{n}-\epsilon}{\theta}}}^{\frac{\nu_{1}}{\theta}} d p_{1} \ldots d q_{n} \\
& +\frac{d \mu_{1}}{\Theta} \Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{n}} \int_{\text {phases }}^{\text {all }} \ldots \int_{\frac{\nu_{1} e^{\frac{\mu_{1} \nu_{1} \ldots+\mu_{n} \nu_{n}-\epsilon}{\Theta}}}{\underline{\nu_{1}} \ldots \mid \nu_{h}}}^{\theta} d p_{1} \ldots d{q_{n}}^{\text {etc. }}
\end{aligned}
$$

$$
-\frac{d a_{1}}{\Theta} \Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{\nu_{n}}} \int_{\text {phases }}^{\text {aul }} \ldots \int \frac{d \epsilon}{d a_{1}} \frac{e^{\frac{\mu_{1} \nu_{1} \ldots+\mu_{n} \nu_{n}-\epsilon}{\theta}}}{\mid \nu_{1} \ldots \nu_{h}} d p_{1} \ldots d q_{n}
$$

- etc.

If we multiply this equation by $e^{\bar{\oplus}}$, and set as usual $A_{1}, A_{2}$, etc., for $-d_{\epsilon} / d a_{1},-d \epsilon / d a_{2}$, etc., we get in virtue of the law expressed by equation (519),

$$
\begin{align*}
-\frac{d \Omega}{\Theta}+\frac{\Omega}{\Theta^{2}} d \Theta= & -\frac{d \Theta}{\Theta^{2}}\left(\mu_{1} \bar{v}_{1} \ldots+\mu_{h} \bar{v}_{h}-\bar{\epsilon}\right) \\
& +\frac{d \mu_{1}}{\Theta} \bar{\nu}_{1}+\frac{d \mu_{2}}{\Theta} \bar{v}_{2}+\text { etc. } \\
& +\frac{d a_{1}}{\Theta} \bar{A}_{1}+\frac{d a_{2}}{\Theta} \bar{A}_{2}+\text { etc. } \tag{524}
\end{align*}
$$

that is,

$$
\begin{equation*}
d \Omega=\frac{\Omega+\mu_{1} \bar{\nu}_{1} \ldots \mu_{k} \bar{\nu}_{h}-\bar{\epsilon}}{\Theta} d \Theta-\Sigma \bar{\nu}_{1} d \mu_{1}-\Sigma \bar{A}_{1} d a_{1} \tag{525}
\end{equation*}
$$

Since equation (503) gives

$$
\begin{equation*}
\frac{\Omega+\mu_{1} \bar{v}_{1} \ldots+\mu_{n} \bar{\nu}_{n}-\bar{\epsilon}}{\Theta}=\overline{\mathrm{H}}, \tag{526}
\end{equation*}
$$

the preceding equation may be written

$$
\begin{equation*}
d \Omega=\overline{\mathrm{H}} d \Theta-\Sigma \bar{v}_{1} d_{\mu_{1}}-\Sigma \bar{A}_{1} d a_{1} \tag{527}
\end{equation*}
$$

Again, equation (526) gives

$$
\begin{equation*}
d \Omega+\Sigma \Sigma_{\mu_{1}} d \overrightarrow{\nu_{1}}+\Sigma_{\nu_{1}}^{-} d \mu_{1}-d \bar{\epsilon}=\Theta d \overline{\mathrm{H}}+\overline{\mathrm{H}} d \Theta \tag{528}
\end{equation*}
$$

Eliminating $d \Omega$ from these equations, we get

If we set

$$
\begin{align*}
d \bar{\epsilon} & =-\Theta d \overline{\mathrm{H}}+\Sigma \mu_{\mu_{1}} d \overline{\nu_{1}}-\Sigma \bar{A}_{1} d a_{1}  \tag{529}\\
\Psi & =\bar{\epsilon}+\Theta \overline{\mathrm{H}}  \tag{530}\\
d \Psi & =d \epsilon+\Theta d \overline{\mathrm{H}}+\overline{\mathrm{H}} d \Theta  \tag{531}\\
d \Psi & =\overline{\mathrm{H}} d \Theta+\Sigma \mu_{1} d \overline{\nu_{1}}-\Sigma \bar{\Sigma}_{1} d a_{1} \tag{532}
\end{align*}
$$

we have

These are derived from the thermodynamic equations (114) and (117) by the addition of the terms necessary to take account of variation in the quantities ( $m_{1}, m_{2}$, etc.) of the several substances of which a body is composed. The correspondence of the equations is most perfect when the component substanees are measured in such units that $m_{1}, m_{2}$, etc., are proportional to the numbers of the different kinds of molecules or atoms. The quantities $\mu_{1}, \mu_{2}$, etc., in these thermodynamic equations may be dcfined as differential coefficients by either of the equations in which they occur.*

[^11]If we compare the statistical equations (529) and (532) with (114) and (112), which are given in Chapter IV, and discussed in Chapter XIV, as analogues of thermodynamic equations, we find considerable difference. Beside the terms corresponding to the additional terms in the thermodynamic equations of this chapter, and beside the fact that the averages are taken in a grand ensemble in one case and in a petit in the other, the analogues of entropy, $H$ and $\eta$, are quite different in definition and value. We shall return to this point after we have determined the order of magnitude of the usual anomalies of $\nu_{1}, \ldots \nu_{h}$.
If we differentiate equation (518) with respect to $\mu_{1}$, and multiply by $\Theta$, we get

$$
\begin{equation*}
\mathbf{\Sigma}_{\nu_{1}} \ldots \Sigma_{\nu_{h}}\left(\frac{d \Omega}{d \mu_{1}}+\nu_{1}\right) \frac{e^{\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\psi}{\Theta}}}{\underline{\left[\nu_{1} \cdots\right] \nu_{k}}}=0 \tag{536}
\end{equation*}
$$

whence $d \Omega / d \mu_{1}=-\bar{\nu}_{1}$, which agrees with (527). Differentiating again with respect to $\mu_{1}$, and to $\mu_{2}$, and setting

$$
\frac{d \Omega}{d \mu_{1}}=-\bar{\nu}_{1}, \quad \frac{d \Omega}{d \mu_{2}}=-\bar{\nu}_{2},
$$

$$
\begin{align*}
& \text { we get } \\
& \qquad \Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}}\left(\frac{d^{2} \Omega}{d \mu_{1}^{2}}+\frac{\left(\nu_{1}-\bar{\nu}_{1}\right)^{2}}{\Theta}\right) \frac{e^{\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{n} \nu_{h}-\psi}{\Theta}}}{\frac{\left|\nu_{1} \cdots\right| \nu_{h}}{\underline{~}}}=0,  \tag{537}\\
& \Sigma_{\nu_{1}} \ldots \Sigma_{\nu_{h}}\left(\frac{d^{2} \Omega}{d \mu_{1} d \mu_{2}}+\frac{\left(\nu_{1}-\bar{v}_{1}\right)\left(\nu_{2}-\bar{\nu}_{2}\right)}{\Theta}\right) \frac{\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h^{\prime}} \nu_{h}-\psi}{\Theta}}{\frac{\left|\nu_{1} \cdots\right| \nu_{h}}{\Theta}}=0 .
\end{align*}
$$

The first members of these equations represent the average values of the quantities in the principal parentheses. We have therefore

$$
\begin{gather*}
\overline{\left(\nu_{1}-\bar{\nu}_{1}\right)^{2}}=\overline{\nu_{1}}-\bar{v}_{1}^{2}=-\Theta \frac{d^{2} \Omega}{d \mu_{1}^{2}}=\Theta \frac{d_{\nu_{1}}}{d \mu_{1}}  \tag{539}\\
\overline{\left(\nu_{1}-\overline{\nu_{1}}\right)\left(\nu_{2}-\bar{\nu}_{2}\right)}=\overline{\nu_{1} \nu_{2}}-\overline{\nu_{1}} \overline{\nu_{2}}=-\Theta \frac{d^{2} \Omega}{d \mu_{1} \overline{d \mu_{2}}}=\Theta \frac{d \overline{\nu_{1}}}{d \mu_{2}}=\Theta \frac{d \overline{\nu_{3}}}{d \mu_{1}} . \tag{540}
\end{gather*}
$$

From equation (539) we may get an idea of the order of magnitude of the divergences of $\nu_{1}$ from its average value in the ensemble, when that average value is great. The equation may be written

$$
\begin{equation*}
\frac{\left(\nu_{1}-\bar{\nu}_{1}\right)^{2}}{\bar{v}_{1}^{2}}=\frac{\Theta}{\bar{v}_{1}^{2}} \frac{d \overline{v_{1}}}{d \mu_{1}}, \tag{541}
\end{equation*}
$$

The second member of this equation will in general be small when $\bar{\nu}_{1}$ is great. Large values are not necessarily excluded, but they must be confined within very small limits with respect to $\mu$. For if

$$
\begin{equation*}
\frac{\overline{\left(\nu_{1}-\bar{v}_{1}\right)^{2}}}{\bar{\nu}_{1}^{2}}>\frac{1}{\bar{\nu}_{1}^{2}} \tag{542}
\end{equation*}
$$

for all values of $\mu_{1}$ between the limits $\mu_{1}^{\prime}$ and $\mu_{1}^{\prime \prime}$, we shall have between the same limits

$$
\begin{equation*}
\frac{\Theta}{\overline{\nu_{1}^{2}}} d_{\nu_{1}}>d \mu_{1} \tag{543}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{1}{2} \Theta\left(\frac{1}{\bar{v}_{1}^{\prime \prime}}-\frac{1}{\bar{v}_{1}^{\prime \prime 2}}\right)>\mu_{1}^{\prime \prime}-\mu_{1}^{\prime} . \tag{544}
\end{equation*}
$$

The difference $\mu_{1}{ }^{\prime \prime}-\mu_{1}{ }^{\prime}$ is therefore numerically a very small quantity. To form an idea of the importance of such a difference, we should observe that in formula (498) $\mu_{1}$ is multiplied by $\nu_{1}$ and the product subtracted from the energy. A very small difference in the value of $\mu_{1}$ may therefore be important. But since $\nu \Theta$ is always less than the kinetic energy of the system, our formula shows that $\mu_{1}^{\prime \prime}-\mu_{1}^{\prime}$, even when multiplied by $\bar{\nu}_{1}^{\prime}$ or $\bar{\nu}_{1}^{\prime \prime}$, may still be regarded as an insensible quantity.

We can now perceive the leading characteristics with respect to properties sensible to human faculties of such an ensemble as we are considering (a grand ensemble canonically distributed), when the average numbers of particles of the various kinds are of the same order of magnitude as the number of molecules in the bodies which are the subject of physical
experiment. Although the ensemble contains systems having the widest possible variations in respect to the numbers of the particles which they contain, these variations are practieally contained within such narrow limits as to be insensible, except for particular values of the constants of the ensemble. This exception corresponds precisely to the case of nature, when certain thermodynamic quantities corresponding to $\Theta$, $\mu_{1}, \mu_{2}$, etc., which in general determine the separate densities of various components of a body, have certain values which make these densities indeterminate, in other words, when the conditions are such as determine coexistent phases of matter. Except in the case of these particular values, the grand ensemble would not differ to human faculties of perception from a petit ensemble, viz., any one of the petit ensembles which it contains in whieh $\bar{\nu}_{1}, \bar{\nu}_{2}$, etc., do not sensibly differ from their average values.

Let us now compare the quantities H and $\eta$, the average values of which (in a grand and a petit ensemble respeetively) we have seen to correspond to entropy. Since
and

$$
\begin{align*}
\mathrm{H} & =\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\epsilon}{\Theta}, \\
\eta & =\frac{\psi-\epsilon}{\Theta}, \\
\mathrm{H}-\eta & =\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\psi}{\Theta} . \tag{545}
\end{align*}
$$

A part of this difference is due to the fact that H relates to generic phases and $\eta$ to specific. If we write $\eta_{\text {gen }}$ for the index of probability for generic phases in a petit ensemble, we have

$$
\begin{gather*}
\eta_{\mathrm{gon}}=\eta+\log \underline{\nu_{1}} \cdots \underline{\nu_{h}},  \tag{546}\\
\mathrm{H}-\eta=\mathrm{H}-\eta_{\mathrm{gen}}+\log \underline{\nu_{1}} \cdots \underline{\nu_{h}},  \tag{547}\\
\mathrm{H}-\eta_{\mathrm{gen}}=\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-\psi}{\Theta}-\log \underline{\nu_{1}} \cdots \underline{\nu_{k}} . \tag{548}
\end{gather*}
$$

This is the logarithm of the probability of the petit ensemble $\left(\nu_{1} \ldots \nu_{h}\right)$. $^{*}$ If we set

* See formula (517).

$$
\begin{equation*}
\frac{\psi_{\mathrm{kea}}-\epsilon}{\Theta}=\eta_{\mathrm{sea}}, \tag{549}
\end{equation*}
$$

which corresponds to the equation

$$
\begin{equation*}
\frac{\psi-\epsilon}{\Theta}=\eta, \tag{550}
\end{equation*}
$$

we have

$$
\psi_{\mathrm{gen}}=\psi+\Theta \log \underline{\nu}_{1} \cdots \underline{\nu_{n}}
$$

and

$$
\begin{equation*}
\mathrm{H}-\eta_{\mathrm{gen}}=\frac{\Omega+\mu_{1} \nu_{1} \cdots+\mu_{h} \nu_{h}-\psi_{\mathrm{gen}}}{\Theta} . \tag{551}
\end{equation*}
$$

This will have a maximum when *

$$
\begin{equation*}
\frac{d \psi_{\mathrm{gen}}}{d \nu_{1}}=\mu_{1}, \quad \frac{d \psi_{\mathrm{gen}}}{d v_{2}}=\mu_{2}, \quad \text { etc } \tag{552}
\end{equation*}
$$

Distinguishing values corresponding to this maximum by accents, we have approximately, when $\nu_{1}, \ldots \nu_{h}$ are of the same order of magnitude as the numbers of molecules in ordinary bodies,

$$
\begin{align*}
& \mathrm{H}-\eta_{\mathrm{gen}}=\frac{\Omega+\mu_{1} \nu_{1} \ldots+\mu_{h} \nu_{h}-\psi_{\mathrm{gen}}}{\Theta} \\
& =\frac{\Omega+\mu_{1} \nu_{1}^{\prime} \ldots+\mu_{h} \nu_{h}{ }^{\prime}-\psi_{\text {gen }}{ }^{\prime}}{\odot} \\
& -\left(\frac{d^{2} \psi_{\mathrm{gen}}}{d \nu_{1}^{2}}\right)^{\prime} \frac{\left(\Delta \nu_{1}\right)^{2}}{2 \Theta}-\left(\frac{d^{2} \psi_{\mathrm{gen}}}{d \nu_{1} d \nu_{2}}\right)^{\prime} \frac{\Delta \nu_{1} \Delta \nu_{2}}{\Theta} \cdots-\left(\frac{d^{2} \psi_{\mathrm{g}+\mathrm{n}}}{d \nu_{h}^{2}}\right)^{\prime} \frac{\left(\Delta \nu_{h}\right)^{2}}{2 \Theta},  \tag{553}\\
& e^{\mathrm{H}-\eta_{\mathrm{gen}}}=e^{\sigma} e^{-\left(\frac{d^{2} \psi_{\mathrm{gen}}}{d \nu_{1}{ }^{2}}\right)^{\prime} \frac{\left(\Delta \nu_{1}\right)^{2}}{2 \theta}-\left(\frac{d^{2} \psi_{\mathrm{gen}}}{d \nu_{1} d \nu_{2}}\right)^{\prime} \frac{\Delta \nu_{1} \Delta \nu_{2}}{\Theta} \cdots-\left(\frac{d^{2} \psi}{d \nu_{n}^{2}}\right)^{\prime}\left(\frac{\left.\Delta \nu_{n}\right)^{2}}{2 \theta}\right.}, \tag{554}
\end{align*}
$$

$$
\begin{align*}
& \text { and } \quad \Delta \nu_{1}=\nu_{1}-\nu_{1}{ }^{\prime}, \quad \Delta \nu_{2}=\nu_{2}-\nu_{2}{ }^{\prime}, \quad \text { etc. } \tag{555}
\end{align*}
$$

This is the probability of the system $\left(\nu_{1} \ldots \nu_{h}\right)$. The probabilty that the values of $\nu_{1}, \ldots \nu_{n}$ lie within given limits is given by the multiple integral

* Strictly speaking, $\psi_{\text {gen }}$ is not determined as function of $\nu_{1}, \ldots \nu_{h}$ except for integral values of these variables. Yet we may suppose it to be determined as a continuous function by any suitable process of interpolation.

This shows that the distribution of the grand ensemble with respect to the values of $\nu_{1}, \ldots \nu_{h}$ follows the "law of errors" when $\nu_{1}^{\prime}, \ldots \nu_{h}{ }^{\prime}$ are very great. The value of this integral for the limits $\pm \infty$ should be unity. This gives
or

$$
\begin{equation*}
e^{c^{(2 \pi}(\Theta)^{\frac{h}{2}}} \frac{D^{\frac{1}{2}}}{}=1 \tag{558}
\end{equation*}
$$

$$
\begin{equation*}
C=\frac{1}{2} \log D-\frac{h}{2} \log (2 \pi \Theta) \tag{559}
\end{equation*}
$$



Now, by (553), we have for the first approximation

$$
\begin{equation*}
\overline{\mathrm{H}}-\bar{\eta}_{\mathrm{gen}}=C=\frac{1}{2} \log D-\frac{h}{2} \log (2 \pi \Theta), \tag{562}
\end{equation*}
$$

and if we divide by the constant $K,{ }^{*}$ to reduce these quantities to the usual unit of entropy,

$$
\begin{gather*}
\frac{\overline{\mathrm{H}}-\bar{\eta}_{\mathrm{gen}}}{\bar{K}}=\frac{\log D-\hbar \log (2 \pi \Theta)}{2 \dot{K}^{(2)}}  \tag{563}\\
\quad * \text { See page 184-186. }
\end{gather*}
$$

This is evidently a negligible quantity, since $K$ is of the same order of magnitude as the number of molecules in ordinary bodies. It is to be observed that $\bar{\eta}_{\text {ken }}$ is here the average in the grand ensemble, whereas the quantity which we wish to compare with $\overline{\mathrm{H}}$ is the average in a petit ensemble. But as we have seen that in the case considered the grand ensemble would appear to human observation as a petit ensemble, this distinction may be neglected.
The differences therefore, in the case considered, between the quantities which may be represented by the notations *
are not sensible to human faculties. The difference
and is therefore constant, so long as the numbers $\nu_{1}, \ldots \nu_{h}$ are constant. For constant values of these numbers, therefore, it is immaterial whether we use the average of $\eta_{\text {gen }}$ or of $\eta$ for entropy, since this only affects the arbitrary constant of integration which is added to entropy. But when the numbers $\nu_{1}, \ldots \nu_{h}$ are varied, it is no longer possible to use the index for specitic phases. For the principle that the entropy of any body has an arbitrary additive constant is subject to limitation, when different quantities of the same substance are concerned. In this case, the constant being determined for one quantity of a substance, is thereby determined for all quantities of the same substance.

To fix our ideas, let us suppose that we have two identical fluid masses in contiguous chambers. The entropy of the whole is equal to the sum of the entropies of the parts, and double that of one part. Suppose a valve is now opened, making a communication between the chambers. We do not regard this as making any change in the entropy, although the masses of gas or liquid diffuse into one another, and although the same process of diffusion would increase the
*_In this paragraph, for greater distinctness, $\bar{H}_{\text {gen }} \|_{\text {grand }}$ and ${\overline{\eta_{\text {spec }}}}_{\text {pefit }}$ have been written for the quantities which elsewhere are denoted by II and $\eta$.
entropy, if the masses of fluid were different. It is evident, therefore, that it is equilibrium with respect to generic phases, and not with respect to specific, with which we have to do in the evaluation of entropy, and therefore, that we must use the average of H or of $\eta_{\mathrm{gen}}$, and not that of $\eta$, as the equivalent of entropy, except in the thermodynamics of bodies in which the number of molecules of the various kinds is constant.


[^0]:    * See equations (20), (41), (42), also the paragraph following equation (20). The positions of any external bodies which can affect the systems are here supposed uniform for all the systems and constant in time.

[^1]:    * See Chapter I, p. 19.

[^2]:    * It is interesting to compare the above relations with the laws respecting the exchange of energy between bodies by radiation, although the phenomena of radiations lic entirely without the seope of the present treatisc, in which the discussion is limited to systems of a finite number of degrees of freedom.
    $\dagger$ The above may perhaps be sufficiently illustrated by the simple case where $n=1$ in each system. If the periods are different in the two systems, they may be distributed according to any functions of the energics: but if

[^3]:    * These notions and principles are in fact such as a more logical arrangement of the subject would place in connection with those of Chapter I., to which they are closely related. The strict requirements of logical order have heen sacriffeed to the natural development of the subject, and very elementary notions have been left until they have presented themselves in the study of the leading problems.

[^4]:    * Except in some simple cases, such as a system of material points, we cannot compare velocities in one configuration with velocities in another, and speak of their identity or difference except in a sense entirely artificial. We may indeed say that we call the velocities in one configuration the same as those in another when the quantities $\dot{q}_{1}, \ldots \dot{q}_{n}$ have the same values in the two cases. But this signifies nothing until the system of coördinates has been defined. We might identify the velocities in the two cases which make the quantitles $p_{1}, \ldots p_{n}$ the same in each. This again would signify nothing independently of the system of coordinates employed.

[^5]:    * If this condition is rigorously fulfilled, the parts will have no infuence on each other, and the ensemble formed by distributing the whole microcanonically is too arbitrary a conception to have a real interest. The principal interest of the equations which we shall obtain will be in cases in which the eondition is approximately fulfilled. But for the purposes of a theoretieal discussion, it is of course convenient to make such a condition absolute. Compare Chapter IV, pp. 35 ff ., where a similar condition is considered in conneetion with canonical ensembles.
    $\dagger$ Where the analytical transformations are identical in form with those on the preceding pages, it does not appear necessary to give all the steps with the same detail.

[^6]:    * An ensemble of systems distributed in phase is a less simple and ele mentary eonception than a single system. But by the consideration of suitable ensembles instead of single systems, we may get rid of the inconvenience of having to eonsider execptions formed by particular cases of the integral equations of motion, these eases simply disappearing when the ensemble is substituted for the single system as a subject of stndy. This is especially true when the ensemble is distributed, as in the case called canonical, througbout an extension-in-phase. In a less degree it is true of the microcanonical ensemble, which does not occupy any extension-in-plase, (in the sense in which we have used the term, although it is convemient to regard it as a liniting case with respect to ensembles which do, as we thus gain for the subject some part of the analytical simplicity which belongs to the theory of ensembles which oeeupy true extensions-in-phase.

[^7]:    * See Chapter XI, Theorem IV.
    $\dagger$ See Chapter IV, sub init.
    $\ddagger$ By liquid is here meant the continuous body of theoretical hydrodynamics, and not anything of the molecular structure and molecular motions of real liquids.

[^8]:    * See Chapter XI, Theorem IX.
    $\dagger$ One may compare the kinematieal truism that when two points are moving with uniform velocities, (with the single exception of the case where the relative motion is zero,) their mutual distance at any definite time is less than for $t=\infty$, or $t=-\infty$.

[^9]:    * In the development of the subject, we shall find that this distinction corresponds to the distinction in thermodynamics between meehanical and thermal action.

[^10]:    * See Chapter XIII, page 180. $\quad \ddagger$ See Chapter IV, pages $35-37$.
    $\ddagger$ See Chapter XIII, pnges 162, 163. § See Chapter XII, pages 143-151.
    || See Chupter XIII, page 159.

[^11]:    * Compare Transactions Connecticut Academy, Vol. III, pages 116 ff .

